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Abstract. There exists a considerable debate in the literature about the applicability ofα-stable
distributions as they appear in Lévy’s central limit theorems. A serious drawback of Lévy’s approach
is that, in practice, one can never know whether the underlying distribution is heavy tailed, or just
has a long but truncated tail. Limit theorems for stable laws are not robust with respect to truncation
of the tail or with respect to any change from ‘light’ to ‘heavy’ tail, or conversely. In this talk we
provide a new ‘pre-limiting’ approach that helps overcome this drawback of Lévy-type central limit
theorems.
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1. Introduction and Statement of the Problem

Finitely many empirical observations can never justify any tail behavior, thus they
cannot justify the applicability of classical limit theorems in probability theory.
In this paper we attempt to show that instead of relying on limit theorems, one
may use the so-called pre-limit theorems explained later. The applicability of our
prelimit theorem relies not on the tail but on the ‘central section’ (‘body’) of the
distributions and as a result, instead of a limiting behavior (whenn, the number
of i.i.d. observations tends to infinity), the pre-limit theorem should provide an
approximation for distribution functions in casen is ‘large’ but not too ‘large’.

Our pre-limiting approach seems to be more realistic for practical applications.
We shall start with two examples.

? The research was supported by the German–Russian Grant 98–01–04070 and by 1999 Grant of
RTBR.
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160 L. B. KLEBANOV ET AL.

EXAMPLE 1. Pareto-stable laws.More than a hundred years ago, Vilfredo Pa-
reto [19] observed that the number of people in the population whose income
exceeds a given levelx can be satisfactorily approximated byCx−α for someC
andα > 0. (See [1, 3, 12] for more details.) Later, Mandelbrot [14, 15] argued that
stable laws should provide the appropriate model for income distributions; after
some statistical studies on income data he made two claims:

(i) the distribution of the size of income for different (but sufficiently long) time
periods must be of the same type, in other words the distribution of the income
follows a stable law (Lévy’s stable law, see [2]),

(ii) the tails of the Gaussian law are too thin to describe the distribution of the
income in typical situations, see [16, 17].

It is known that the variance of any non-Gaussian stable law is infinite, thus an
essential condition for a non-Gaussian stable limit distribution for sums of random
incomes is that the summands have ‘heavy’ tails in the sense that the variance of
the summands must be infinite. On the other hand, it is obvious that the incomes are
always bounded random variables (in view of the finiteness of all available money
in the world, and the existence of a smallest monetary unit). Even if we assume
that the support of the income distribution is infinite, there exists a considerable
amount of empirical studies showing that the income distributions have Pareto tails
with indexα between 3 and 4, so the variance is finite, see [4]. Thus, in practice
the underlying distributioncannotbe heavy tailed.Does this mean that we have to
reject the Pareto-stable model?

EXAMPLE 2. Exponential decay.One of the most popular examples for ex-
ponential distributions is the random time for radioactive decay. The exponential
distribution is in the domain of attraction of the Gaussian law. In quantum physics
it has been shown [8, 23, 20] that theoretically the radioactive decay is not exactly
exponentially distributed. Recently, a new experimental evidence supported that
conclusion (see [22]). But then one faces the following paradox.

To describe the model letp(t) be the probability density that a physical system
is in the initial state at momentt > 0. It is known (see, for example, [25, p. 42])
thatp(t) = |f (t)|2, where

f (t) =
∫ ∞

0
ω(E)exp(iEt)dE,

andω(E) > 0 is the density of the energy of the disintegrating physical system.
For a broad class of physical systems

ω(E) = A

(E − E0)
2+ 02

, E > 0

(see [25] and the references therein), whereA is a normalizing constant, andE0

and0 are the mode and the measure of dissipation of the system energy (with
respect toE0). For typical nonstable physical systems, the ratio0/E0 is very small
(it is of order 10−15 or smaller). Therefore, we have that
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f (t) = eiE0t
A

0

∫ ∞
−E0/0

ei0ty

y2 + 1
dy

differs by a very small value (of magnitude 10−15) from

f1(t) = eiE0t
A

0

∫ ∞
−∞

ei0ty

y2 + 1
dy = πeiE0t

A

0
e−t0, t > 0.

That is,p(t) = |f (t)|2 is approximately equal to(πA
0
)2e−2t0, which gives (as an

approximation) the classical exponential distribution model of decay. On the other
hand, it is equally easy to find the asymptotic representation off (t) as t → ∞.
Namely,∫ ∞

−E0/0

ei0ty

y2 + 1
dy =

∫ π/2

− arctan(E0/0)

ei0t tanzdz

∼ −cos2(arctan(E0/0))

it0
e−itE0.

Therefore,

f (t) ∼ i A

E2
0 + 02

1

t
, ast →∞,

where

A = 1∫∞
0

dE
(E−E0)

2+02

,

or

p(t) ∼ A2

(E2
0 + 02)2

1

t2
, ast →∞.

Therefore,p(t) belongs to the domain of attraction of a stable law with index
α = 1. Thus, ifTj , j > 1, are i.i.d. r.v.’s describing the times of decay of a physical
system, then the sum1√

n

∑n
j=1(Tj − c)) doesnot tend to a Gaussian distribution

for any centering constantc (as we could have expected under exponential decay),
but diverges to infinity.Does this mean that the exponential approximation cannot
be used anymore?

In the above examples we see that the problem of passing to limit distributions
is ‘ill-posed’ in the sense that a small perturbation of the tail of the underlying
distribution changes significantly the limit behavior of the normalized sum of r.v.’s.

We can see the same problem in a more general situation. Given i.i.d. r.v.’sXj ,
j > 1, the limiting behavior of the normalized partial sumsSn = n−1/α(X1+· · ·+
Xn) depends on the tail behavior ofX. Both the proper normalization,n−1/α, in Sn
and the corresponding limiting law are extremely sensitive to a tail truncation. We
claim that in this sense the problem of limiting distributions for sums of i.i.d. r.v.’s
is ill-posed. We shall propose a ‘well-posed’ version of the problem and provide a
solution in the form of apre-limit theorem.
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162 L. B. KLEBANOV ET AL.

Let us fix two positive constantsc and γ , and consider the following semi-
distance between the random variablesX andY :

dc,γ (X, Y ) = sup
|t |>c
|fX(t)− fY (t)|

|t|γ .

(Here and in what followsFY (x) andfY (t) stand for the cumulative distribution
function (c.d.f.) and the characteristic function ofX, respectively.)

Observe that in the casec = 0, dc,γ (X, Y ) defines a well-known probability
distance in the space of all r.v.’s for whichd0,γ (X, Y ) is finite, see [21, 24].

Next recall thatY is a strictlyα-stable r.v. if for every positive integern

Y1
d= Un := Y1+ · · · + Yn

n1/α
,

where
d= stands for equality in distribution andYj , j > 1, are i.i.d.Yj

d= Y, see
[13, 25].

LetX, Xj , j > 1, be a sequence of i.i.d. r.v.’s such thatd0,γ (X, Y ) is finite for
some strictly stable random variableY . Suppose thatY , Yj , j > 1, are i.i.d. strictly
α-stable random variables, andγ > α. Then

d0,γ (Sn, Y ) = d0,γ (Sn, Un)

= sup
t

|f nX(t/n1/α)− f nY (t/n1/α)|
|t|γ

6 n sup
t

|fX(t/n1/α)− fY (t/n1/α)|
|t|γ = 1

nγ/α−1
d0,γ (X, Y ),

see [25]. From this we can see thatd0,γ (Sn, Y ) tends to zero asn tends to infinity,
that is, we have convergence (ind0,γ ) of the normalized sums ofXj to a strictlyα-
stable random variableY provided thatd0,γ (X, Y ) <∞. However,any truncation
of the tail of the distribution ofX leads tod0,γ (X, Y ) = ∞. Our goal is to analyze
the closeness of the sumSn to a strictlyα-stable random variableY without the
assumption on the finiteness ofd0,γ (X, Y ), restricting our assumptions to bounds
in terms ofdc,γ (X, Y ) with c > 0. In this way we shall formulate a general type of
acentral pre-limit theoremwith no assumption on the tail behavior of the underly-
ing random variables. We shall illustrate our theorem by providing answers to the
problems addressed in Examples 1 and 2.

2. Main Result

In our Central Pre-Limit Theorem we shall analyze the closeness of the sumSn
to a strictlyα-stable r.v.Y in terms of the following Kolmogorov metric (see [11]
and [21]): for any c.d.f.’sF andG,

kh(F,G) := sup
x∈R
|F ∗ h(x)−G ∗ h(x)|,
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PRE-LIMIT THEOREMS AND THEIR APPLICATIONS 163

where∗ stands for convolution, and the “smoothing”h(x) is a fixed cdf with
a bounded continuous density function, supx |h′(x)| 6 c(h) < ∞. Metric kh
metrizes the weak convergence in the space of cdf’s [11].

THEOREM 2.1 (Central Pre-Limit Theorem).LetX,Xj , j > 1, be i.i.d. r.v.’s and
Sn = n−1/α∑n

j=1Xj . Suppose thatY is a strictly α-stable r.v. Letγ > α and
1 > δ be arbitrary given positive constants and letn 6 (1/δ)α be an arbitrary
positive integer. Then

kh(FSn, FY ) 6 inf
a>0

(√
2π

dδ,γ (X, Y )(2a)γ

nγ/α−1γ
+ 2

c(h)

a
+ 21a

)
.

Remark 2.1.If 1 → 0 and, furthermore,1/δ → ∞, thenn can be chosen
large enough so that the right-hand side of the above bound is sufficiently small,
that is, we obtain the classical limit theorem for weak convergence to anα-stable
law. This result, of course, includes the central limit theorem for weak distance.

Proof of the Theorem 2.1.Forγ > α,

dc,γ (Sn, Y ) = dc,γ (Sn,Un)

6 n sup
|t |>c
|fX(t/n1/α)− fY (t/n1/α)|

|t|γ = 1

nγ/α−1
d c

n1/α ,γ
(X, Y ).

For any1 > δ and for alln 6 (1/δ)α, we have then

d1,γ (Sn, Y ) 6
1

nγ/α−1
dδ,γ (X, Y ).

The above relation can be rewritten in the form

sup
|t |>1
|fSn(t)− fY (t)|

|t|γ 6 1

nγ/α−1
dδ,γ (X, Y ).

Denote byI (t) the indicator function of the interval[−1,1], then

1

|t|
∣∣(1− I (t))fSn(t)− (1− I (t))fY (t)∣∣ 6 |t|γ−1

nγ/α−1
dδ,γ (X, Y ).

For anya > 0 define

Ṽa(t) =
√
π

2


1 for |t| < a,
1

a
(2a − |t|) for a 6 |t| 6 2a,

0 for |t| > 2a.

The functionṼa(t) is now a Fourier transform of the Vallée–Poussin kernel

Va(x) = 1

a

cos(ax)− cos(2ax)

x2
.
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164 L. B. KLEBANOV ET AL.

We have∫
R
(1− I (t))fSn(t)− fY (t)

t
h̃(t)Ṽa(t)e−itx dt

= ((FSn ∗ h(x)− FSn ∗ h ∗ U1(x))− (FY ∗ h(x)− FY ∗ h ∗ U1(x))) ∗ Va(x),
wherẽh(t) is a ch.f. of the c.d.f.h, and

U1(x) = 1

2π

sin(1x)

x
.

(Note that the Fourier transform ofU1 is the indicator functionI .) Now, we obtain

sup
x

∣∣((FSn(x)− FSn ∗ U1(x)) ∗ h(x)− (FY (x)− FY ∗ U1(x)) ∗ h ∗ Va(x)∣∣
6 dδ,γ (X, Y )

n
γ
α−1

(2a)γ

γ

√
2π.

It is known (see, for example, [18]) that∣∣FSn ∗ h(x)− FSn ∗ h ∗ Va(x)∣∣ 6 EFSn∗h(x)(a) 6 Eh(a),

whereEF (a) is the order of the best approximation to the functionF by entire
functions of finite exponential type not greater thana. In our case,h has a bounded
density function, soEh(a) 6 c(h)/a. Similarly, |FY ∗ h(x) − FY ∗ h ∗ Va(x)| 6
c(h)/a.

Let us recall a relation between norms of entire functions of finite exponential
type (see [18], p. 125).

Suppose that1 6 p 6 p′ 6 ∞, and letg ∈ Lp(R1) be an entire function of
exponential typeν. Then

‖g‖Lp′ (R1) 6 2ν
1
p− 1

p′ ‖g‖Lp(R1).

From this statement it follows that

sup
x

∣∣(FSn(x)− FY (x)) ∗ h ∗ Va ∗ U1(x)∣∣ 6 21a.

Combining our estimates we have

kh(FSn, FY ) 6 inf
a>0

(√
2π

dδ,γ (X, Y )(2a)γ

n
γ
α−1γ

+ 2
c(h)

a
+ 21a

)
for all n 6 (1/δ)α. 2

Thus, the c.d.f. of the normalized sums of i.i.d. r.v.’s is close to the correspond-
ing α-stable distribution for ‘mid-size values’ ofn.
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PRE-LIMIT THEOREMS AND THEIR APPLICATIONS 165

Theorem 2.1 shows that for ‘mid-size values’ ofn the closeness ofSn to a
strictly α-stable r.v. depends on the ‘middle part’ (‘body’) of the distribution ofX.
It gives (in some sense) a well-posed version of Central Limit Thorem.

Remark 2.2.Consider the example of radioactive decay and apply Theorem
2.1 to the centralized time moments (denote them byXj ). If Y is Gaussian,γ = 3,
α = 2,1 = 10−10, δ = 10−30 we have that forn 6 1040 the following inequality
holds:

kh(FSn, FY ) 6 inf
a>0

(√
2π

d10−30,3(X, Y )(2a)
3

3
√
n

+ 2
c(h)

a
+ 2× 10−10a

)
.

Here d10−30,3(X, Y ) 6 1 (in view of the fact|fX(t) − fY (t)| ∼ A2

(E2
o+02)2

t, as
t → 0). So we have obtained a good normal approximation ofFSn(x) for ‘not
too large’ values ofn, namely, forn 6 1040. (If c(h) 6 1 andn is of order 1040

thenkh(FSn, FY ) is of order 10−5).

It is possible to obtain an analog of Central Pre-limit Theorem for Lévy distance

L(X, Y ) = L(FX, FY ) = inf{ε: FX(x) 6 FY (x + ε)+ ε,
FY (x) 6 FX(x + ε)+ ε; x ∈ R}

instead of Kolmogorov metrickh.

THEOREM 2.2. In conditions of Theorem2.1

L(Sn, Y ) 6
√

2π2γ

γ

dδ,γ (X, Y )

12γ/3

1

nγ/α−1
+ 611/3, (2.1)

for all n 6 (1/δ)α.
Proof.For any positiveη we have

L(Sn, Y ) 6 kh(Sn, Y )+ ξ(η),
whereξ(η) = max{2η,1− h(η), h(−η)} (see [24], Lemma 1.5.2, p. 108; but we
use other notations). For

h(x) = hη(x) =



0, x 6 −η;
1

2
+ x
η
+ x2

2η2
, −η < x 6 0;

1

2
+ x
η
− x2

2η2
, 0< x 6 η;

1, x > η

we obtainξ(η) = 2η, and

L(Sn, Y ) 6
√

2π2γ

γ

dδ,γ

nγ/α−1
aγ + 2

ηa
+ 21a + 2η.

Choosing herea = 1−2/3, η = 11/3 we finish the proof. 2
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166 L. B. KLEBANOV ET AL.

Using the relations between uniform distance

ρ(X, Y ) = sup
x∈R
|FX(x)− FY (x)|

and Lévy distanceL (see [24, p. 107]) we obtain under conditions of the Theo-
rem 2.1 that

ρ(Sn, Y ) 6
(√

2π2γ

γ

dδ,γ (X, Y )

12γ/3

1

nγ/α−1
+ 611/3

)(
1+ sup

x∈R
pY (x)

)
, (2.2)

for all n6 (1/δ)α, wherepY (x) is a density function ofα-stable random vari-
ableY .

3. Sums of a Random Number of Random Variables

Limit theorems for random sums of random variables have been studied by many
specialists in probability, queueing theory, survival analysis, finance, econometric
theory, etc.; we refer to [4, 9, 10, 12, 16, 17] and references therein.

We briefly recall the standard model: supposeX,Xj, j > 1, are i.i.d. r.v.’s and
let {νp, p ∈ 1 ⊂ (0,1)} be a family of positive integer-valued random variables
independent of the sequence ofX’s. Suppose that{νp} is such that there exists a
ν-strictly stable r.v.Y , that is

Y
d= p1/α

νp∑
j=1

Yj ,

whereY, Yj , j > 1, are i.i.d. r.v.’s independent ofνp, andEνp = 1/p.
In Bunge [2], and Klebanov and Rachev [9] the authors independently obtained

general conditions guaranteeing the existence of analogues of strictly stable dis-
tributions for sums of a random number of i.i.d. r.v.’s. For this type of a random
summation model we can derive an analogue of Theorem 2.1.

THEOREM 3.1. LetX,Xj, j > 1, be i.i.d. r.v.’s. LetS̃p = p1/α∑νp
j=1Xj . Sup-

pose thatỸ is a strictly ν-stable r.v. Letγ > α, and1 > δ be arbitrary given
positive constants, and letp > (δ/1)α be an arbitrary positive number from(0,1).
Then the following inequality holds:

kh
(
FS̃p , FỸ

)
6 inf

a>0

(
pγ/α−1

√
2π
dδ,γ (X, Ỹ )(2a)γ

γ
+ 2

c(h)

a
+ 21a

)
.

Proof. The proof is similar to that of Theorem 2.1. One only needs to use the
following inequality

dc,γ
(
S̃p, Ỹ

)
6 sup
|t |>c

∑νp
j=1 |f nX(p1/αt)− f n

Ỹ
(p1/αt)|P(νp = n)

|t|γ

6 sup
|t |>c
|fX(p1/αt)− fỸ (p1/αt)|Eνp

|t|γ
= pγ/α−1dcp1/α,γ (X, Ỹ ),
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PRE-LIMIT THEOREMS AND THEIR APPLICATIONS 167

at the beginning of the proof and then follow the arguments in the proof of Theo-
rem 2.1. 2

4. Local Pre-Limit Theorems and Their Applications to Finance?

Now we formulate our ‘pre-limit’ analogue of the classical local limit theorem.

THEOREM 4.1 (Local Pre-Limit Theorem).LetX,Xj, j > 1, be i.i.d. r.v.’s hav-
ing a bounded density function with respect to the Lebesgue measure, andSn =
n−1/α

∑n
j=1Xj . Suppose thatY is a strictlyα-stable random variable. Letγ > α,

1 > δ > 0 andn(1/δ)α be a positive integer not greater than(1
δ
)α. Then

kh(pSn, pY ) 6 inf
a>0

(√
2π

dδ,γ (X, Y )(2a)γ+1

nγ/α−1(γ + 1)
+ 2

c(h)

a
+ 2c(h)1a

)
,

wherepSn andpY are the density functions ofSn andY , respectively.

Thus the density function of the normalized sums of i.i.d. r.v.’s is close in
smoothed Kolmogorov distance to the corresponding density of anα-stable dis-
tribution for ‘mid-size values’ ofn.

The corresponding local pre-limit result for the sums of random number of
random variables has the following form.

THEOREM 4.2 (Local Pre-Limit Theorem for Random Sums).LetX,Xj, j > 1,
be i.i.d. r.v.’s having bounded density function with respect to the Lebesgue mea-
sure. LetS̃τ = τ1/α

∑ντ
j=1Xj . Suppose that̃Y is a strictlyν-stable random variable.

Let γ > α, and1 > δ > 0, andτ ∈ [(1/δ)α,1). Then the following inequality
holds:

kh(pS̃τ , pỸ ) 6 inf
a>0

(
τγ/α−1

√
2π

dδ,γ (X, Ỹ )(2a)γ

γ
+ 2

c(h)

a
+ 21a

)
.

Remark 4.1.Consider now our first example concerning Pareto-stable laws.
Following the Mandelbrot [15] model for asset returns we view a daily asset re-
turn as a sum of a random number of tick-by-tick returns observed during the day.
Following [9, 16, 17] we can assume that the total number of tick-by-tick returns
during the day has a geometric distribution with a large expected value. In fact, the
limiting distribution for geometric sums of random variables (when the expected
value of the total number tends to infinity) is geo-stable [10]. Then, according to

? Note that in financial studies the fit of a theoretical distribution to the empirical one is often
done in terms of the densities, rather than in terms of the corresponding c.d.f.’s. That is why, in our
view, the local prelimit and limit theorems are of greater importance in comparison to the classical
limit theorems when applied to financial studies.
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168 L. B. KLEBANOV ET AL.

our Theorem 4.2 the density function of daily returns is approximately geo-stable
(in fact, it isν-stable with a geometrically distributedν).

5. Pre-Limit Theorem for Extremums

Let X1, . . . , Xn, . . . be a sequence of nonnegative i.i.d. random variables having
the c.d.f.F(x).

Denote

X1;n = min(X1, . . . , Xn).

It is well-known that ifF(x) ∼ axα asx → 0 thenFn(x) (c.d.f. ofn1/αX1;n) tends
to the cdfG(x) of Weibull law, where

G(x) =
{

1− e−axα , for x > 0;
0, for x 6 0.

The situation here is almost the same as in limit theorem for sums of random
variables. It is obvious that the indexα cannot be defined using empirical data on
c.d.f.F(x), and thereforethe problem of finding the limit distributionG is ill-posed.
Here we propose pre-limit version of corresponding limit theorem.

As an analogue ofdc,γ we introduce another semi-distance between random
variablesX,Y :

κc,γ (X, Y ) = sup
x>c

|FX(x)− FY (x)|
xγ

,

whereFX andFY are cdf’s of nonnegative random variablesX andY .

THEOREM 5.1. LetXj , j > 1, be nonnegative i.i.d. r.v.’s andX1;n = min(X1,

. . . , Xn). Suppose thatY is a random variable having the Weibull distribution

G(x) =
{

1− e−axα , for x > 0;
0, for x 6 0.

Let γ > α and1 > δ are arbitrary given positive constants, andn < (1/δ)α be
and arbitrary positive integer. Then

sup
x>0

∣∣Fn(x)−G(x)∣∣ 6 inf
A>1

(
2e−aA

α + 2
(
1− e−a1

α)+ Aγ

nγ/α−1
κδ,γ (F,G)

)
.

A little ough estimator under the conditions of the theorem and1 < 1 has the
form

sup
x>0

∣∣Fn(x)−G(x)∣∣ 6 (2+ 1

aγ/α

(
log

1

εn

)γ/α)
εn + 2

(
1− e−a1

α)
,
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where

εn = 1

nγ/α−1
κδ,γ (F,G).

To get this inequality it is sufficient to calculate instead the minimum the corre-
sponding value forA = ( 1

a
log 1

εn
)1/α.

Proof of Theorem 5.1.We have

κ1,γ (Fn,G) = κ1,γ (Fn,Gn) = sup
x>1

|Fn(x/n1/α)−Gn(x/n1/α)|
xγ

6 n sup
x>1

|F(x/n1/α)−G(x/n1/α)|
xγ

= 1

nγ/α−1
κ1/nγ/α−1,γ (F,G)

6 1

nγ/α−1
κδ,γ (F,G)

for n 6 (1/δ)α. So that

κ1,γ (Fn,G) 6
1

nγ/α−1
κδ,γ (F,G). (5.1)

The inequality (5.1) shows that∣∣Fn(x)−G(x)∣∣ 6 xγ 1

nγ/α−1
κδ,γ (F,G) (5.2)

holds for allx > 1. In particular

Fn(1) 6 G(1)+1γ εn.

SinceFn(x) 6 Fn(1) for 06 x 6 1 then∣∣Fn(x)−G(x)∣∣ 6 2G(1)+1γ εn = 2
(
1− e−a1

γ )+1γ εn

for 06 x 6 1.
For arbitraryA > 1 we have from (5.2)

F̄n(A) 6 Ḡ(A)+Aγ εn
(where we use the notation̄F(x) = 1− F(x)) and therefore∣∣Fn(x)−G(x)∣∣ 6 2Ḡ(A)+Aγ εn
for x > A.

But from (5.2) we have

sup
1<x<A

∣∣Fn(x)−G(x)∣∣ 6 Aγ εn.
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Combining the estimators for all values ofx we finally get

sup
x>0

∣∣Fn(x)−G(x)∣∣ 6 inf
A>1

(
2G(1)+ 2Ḡ(A)+Aγ εn

)
which complete the proof. 2

6. Relations with Robustness of Statistical Estimators

Let X,X1, . . . , Xn be a random sample from a population having c.d.f.F(x, θ),
θ ∈ 2 (which we shall call ‘the model’ here). For simplicity we shall further
assume thatF(x, θ) is c.d.f. of Gaussian law withθ mean and unit variance, so
thatF(x, θ) = 8(x − θ) where8(x) is c.d.f. of standard normal law. Basing on
the observations we have to construct an estimatorθ∗ = θ∗(X1, . . . , Xn) of the
θ-parameter.

The main point in the theory of robust estimation is that any proposed estimator
should be insensitive (or weakly sensitive) to slight changes of underlying model,
that is it should berobust[6].

For mathematical formalization of this we have to clarify two conceptions. The
first one is the idea of how to express the notation of ‘slight changes of underlying
model’ in quantitative form. And the second is the idea of the measurement of the
quality of an estimator.

The most popular definition of the changes of the model in the theory of robust
estimation is the following contamination scheme. Instead of the normal c.d.f.
8(x) is consideredG(x) = (1− ε)8(x) + εH(x), whereH(x) is an arbitrary
symmetric c.d.f. Of course, for small values ofε > 0 the familyG(x − θ) is close
to the family8(x − θ).

Sometimes the closeness of the families of c.d.f.’s is considered in terms of
uniform distance between corresponding c.d.f.’s, or in terms of Lévy distance.

As to the measurement of the quality of an estimator then it is an asymptotic
variance of the estimator.

Well known fact is that the minimum variance estimator for the parameterθ in
‘pure’ modelx̄ = 1

n

∑n
j=1 xj is non-robust.

From our point of view, it is mostly connectednot with the presence of conta-
mination, but with the use of asymptotic variance as a loss function. Really, for not
too largen we can apply our Theorem 2.1. It is easy to see that

dc,γ
(
8(x − θ),G(x − θ)) 6 2

ε

cγ
.

Suppose thatz1, . . . , zn is a sample from the population with c.d.f.G(x − θ), and
let uj = (zj − θ), j = 1, . . . , n. Denote

Sn = 1√
n

n∑
j=1

uj =
√
n(z̄− θ).

ACASTA12.tex; 18/10/1999; 12:16; p.12



PRE-LIMIT THEOREMS AND THEIR APPLICATIONS 171

For anyh(x) with a continuous density function, supx |h′(x)| 6 1 we have

kh
(
FSn,8

)
6 2 inf

a>0

(√
2π

ε

δγ

(2a)γ

nγ/2−1γ
+ 1

a
+1 · a

)
.

Hereγ > 2, n 6 (1
δ
)2, and1 > δ > 0 are arbitrary. It is not easy to find the inf

over all positive values ofa. Therefore we seta = 1−1/2 to minimize the sum of
two latest terms. Also we propose to find1 = εc andδ = εc1 to have11/2δ = ε1/γ .
And, finally, we chooseγ to maximize the degreec. Corresponding value is

γ = 2+√2/3,

and therefore

kh
(
FSn,8

)
6 2

(√
2π2γ

γ

1

n1/
√

6
+ 2ε

√
6

12+√6

)
, (6.1)

for all

n 6 ε−
6

12+7
√

6 .

Here
√

2π2γ

γ
∼= 6.269467557,

1

11
>

√
6

12+√6
∼= 0.08404082058>

1

12
.

From (6.1) we see, that (for very smallε) the properties of̄z as an estimator
of θ do not depend on the tails of contaminating c.d.f.H for not too large values
of the sample size. Therefore the traditional estimator for the location parameter
of Gaussian law is robust for proper defined loss function. Let us note that the
estimator of ‘stability’ doesnotdepend on whether is c.d.f.H(x) symmetric or not,
though the assumption of symmetry is essential when the loss function coincides
with asymptotic variance.

Of course, we can obtain corresponding estimator for both Lévy and uniform
distances, but the order of ‘stability’ will be worse. For example, the Lévy distance
estimator has the form

L
(
FSn,8

)
6 2

(√
2π2γ

γ

1

n
√

3/10
+ 3ε

√
30

60+13
√

30

)
for all

n 6 ε−
10

60+13
√

30,
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where

γ = 2+
√

30

5
.

We shall not give here the estimator for uniform distance.

One of possible objections is that the order of ‘stability’ in (6.1) is highly bad.
But this circumstance is connected with ‘not proper’ choice of the distance between
the distributions under consideration. It would be better to usedc,γ as a measure of
closeness of corresponding model and real c.d.f.’s. Really, if

dε,γ
(
8(x − θ),G(x − θ)) 6 ε,

andc(h) 6 1 then

kh
(
FSn,8

)
6 4

(
2
√

2π

n
+ ε1/4

)
(6.2)

for all n 6 1
ε
, which is better than (6.1).

7. Statistical Estimation for Nonsmooth Densities

Now we shall consider some relations between prelimit theorems for extremums
and statistical estimation for nonsmooth densities. A typical example here gives
a problem of estimation of the scale parameter for uniform distribution. Let us
describe it in more details.

Suppose thatU1, . . . , Un are i.i.d. random variables uniformly distributed over
interval (0, θ). Basing on the data we have to estimate the parameterθ > 0. It is
known that the statistic

Un;n = max{U1, . . . , Un}
is the best equivariant estimator forθ . Moreover, the distribution ofn(θ − Un;n)
tends to exponential law asn tends to infinity. In other words, the speed of con-
vergence ofUn;n to the parameterθ is 1/n. But it is well-known that the speed of
convergence of statistical estimator to ‘true’ value of the parameter is 1/

√
n in the

case of smooth density function of the observations. More detailed formulations
may be found in [7].

Our point here is that it is inpossible to verify basing on empirical observations
does a density function have a discontinuity point or not. On the other hand, any
c.d.f. having a density with point of discontinuity can be approximated (arbitrary
closely) by c.d.f. having continuous density. But the speed of convergence for
corresponding statistical estimators differs essentially (1/n for the case of jump,
and 1/

√
n in continuous case). It means that the problem of asymptotic estimation

is ill-posed, and we have the situation very similar to that of summation of random
variables.
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Let nowX1, . . . , Xn be a sample from population with c.d.f.F(x/θ), θ > 0
(F(+0) = 0). ConsiderXn;n as an estimator forθ , and introduce

Zj = θ −Xj
θ

, j = 1, . . . , n.

It is obvious thatZ1;n = (θ −Xn;n)/θ . Therefore we can apply pre-limit the-
orem for minimums (see Theorem 5.1) to study the closeness of distribution of
normalized estimator to the limit exponential distribution for pre-limit case. We
have

Pθ {Zj < x} = Pθ {Xj > (1− x)θ} = 1− F(1− x),
and we see that the c.d.f. ofZj does not depend onθ . Let us denote byFz the
c.d.f. of Zj . Denote byFn c.d.f. of nZ1;n, and byG – c.d.f. of exponential law
G(x) = 1−exp{−x} for x > 0. From Theorem 5.1 in the case ofα = 1 we obtain

sup
x

∣∣Fn(x)−G(x)∣∣ 6 inf
A>1

(
2e−A + 2

(
1− e−1

)+ Aγ

nγ−1
κδ,γ (Fz,G)

)
(7.1)

for all n 6 1
δ
.

Let us consider an examle, when c.d.f. of observations has the formF(x) = x
for 0< x 6 a, wherea is a fixed positive number, andF(x) is arbitrary forx > a.
In this case it is easy to verify that

κa,2 6 1
2 .

Choosing in (7.1)δ = a,1 = 1
4 log 1

a

√
a, andA = 1

2 log 1
a

we obtain that

sup
x

∣∣Fn(x)−G(x)∣∣ 6 √a log 1
a

for all n < 1
4log(1/a)/

√
a. In other words, the distribution of normalized estimator

remains close to the exponential distribution for not too large values of the sample
size, althoughF does not belong to the attraction domain of this distribution.
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