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The problem of small ball probabilities:

x is random variable;

P{|x| 6 ε} ∼?, ε→ 0.

Basic example: x = ‖X‖X, where X is
a Gaussian random vector in a locally
convex space X.

Lifshits M. A., Gaussian Random Functions,

Kluwer, Dordrecht, 1995, 333 pp.

Li W. V., Shao Q.-M., Gaussian processes: in-

equalities, small ball probabilities and applica-

tions, in “Stochastic Processes: Theory and

Methods”, Handbook of Statist. 19, 533-597.

North-Holland, Amsterdam, 2001.

Lifshits M. A., Asymptotic behavior of small ball

probabilities, in “Probability Theory and Math-

ematical Statistics”: Proceedings of the Sev-

enth International Vilnius Conference, 453-468,

TEV, Vilnius, 1999.



Li W. V., “Comparison results for the

lower tail of Gaussian seminorms”, J.

Theoret. Probab. 5 (1992), 1-31.

Let ξj, j ∈ N, be independent stan-

dard Gaussian r.v.s, and let {λj} and

{λ̃j} be two non-increasing, summable

sequences of positive numbers. Then,

as ε→ 0,
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for any p > 0.

(conjectured by W. V. Li (1992))



Why is the case p = 2 most
important?

Let X be a Hilbert space, and let X ∈ X be

a zero-mean Gaussian random vector. Then,

by the Karhunen-Loève expansion, we have the

distributional equality

‖X‖2X =
∞∑
1
λjξ

2
j ,

where ξj, j ∈ N, are independent standard Gaus-

sian r.v.s while λj > 0 are the eigenvalues of the

covariance operator

GXf ≡ E(f,X)XX = λf.

Note that we require
∞∑
1
λj < ∞, otherwise

‖X‖X =∞ a.s.

This allows us to obtain the small ball probability

results from the information on the covariance

operator.



Namely, for a sufficiently simple “comparison se-

quence” λ̃j, the asymptotics of P
{∞∑

1
λ̃jξ

2
j 6 ε

}
as ε → 0 can be obtained by the method of

Sytaya (1974) developed by Lifshits (1997) and

Dunker-Lifshits-Linde (1998).

On the another hand, if λ̃j give a good approxi-

mation of eigenvalues of GX then the Li relation

provides the small ball asymptotics for X up to

the distortion constant
(∞∏

1

λ̃j
λj

)1
2
.

This connects the small ball probabilities with

the spectral asymptotics of self-adjoint compact

(really, trace class) operators. In what follows,

we suppose that X is conventional functional

space L2(0,1;µ) where µ is a measure. The co-

variance operator in this case can be represented

as integral operator; its kernel is the covariance

function

GX(s, t) = EX(s)X(t), s, t ∈ [0,1].



However, in general case the problem

on sharp (for example, two-term) spec-

tral asymptotics of integral operators is

quite difficult and sensitive to small per-

turbations of the kernel.

Nazarov-Nikitin (2004) and then Nazarov

(2009) emphasized the concept of the

Green process, i.e. Gaussian process

with covariance being the Green func-

tion for a self-adjoint ordinary differ-

ential operator. This allows us to use

a powerful machinery of ODE spec-

tral theory. The approach developed in

these papers permits one to obtain the

sharp (up to a constant) asymptotics of

small deviations in L2-norm for this class

of processes.
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using this approach, we have calculated the

sharp asymptotics of small ball probabilities for

a large class of particular processes and for vari-

ous (absolutely continuous) measures. The dis-

tortion constants were obtained by the complex

variable methods.
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Let the covariance of a zero-mean Gaussian pro-

cess X(t), 0 6 t 6 1, be the Green function of a

regular self-adjoint ODO L of order 2n with suf-

ficiently smooth coefficients. Suppose that the

weight functions ψ1, ψ2 are sufficiently smooth,

bounded away from zero, and∫ 1

0
ψ

1
2n
1 (x)dx =

∫ 1

0
ψ

1
2n
2 (x)dx = ϑ. (1)

Then

lim
ε→0

P(‖X‖L2(0,1;ψ1) ≤ ε)
P(‖X‖L2(0,1;ψ2) ≤ ε)

=

∣∣∣∣∣θ(ψ2)

θ(ψ1)

∣∣∣∣∣
1/2

, (2)

where θ(ψ) is a determinant with entries depend-

ing on the boundary conditions of L and on the

values ψ(0) and ψ(1).



If boundary conditions of the operator L are sep-

arated then formula (2) can be significantly sim-

plified:

lim
ε→0

P(‖X‖L2(0,1;ψ1) ≤ ε)
P(‖X‖L2(0,1;ψ2) ≤ ε)

=

=

(
ψ2(0)

ψ1(0)

)−n4+1
8+

κ0
4n
(
ψ2(1)

ψ1(1)

)−n4+1
8+

κ1
4n
,

where κ0 and κ1 stand for the sums of orders

of boundary conditions at zero and one, respec-

tively.

Remark. One can see that the small ball prob-

abilities of the Green Gaussian process in a

weighted L2-norm under normalization assump-

tion (1) do not depend on the values of the

weight function at interior points of the interval

(0,1). This phenomenon is well known in the

spectral theory of ODOs. It is quite interesting

to explain it in terms of random processes.

If the assumption (1) does not hold then the

probabilities P(‖X‖L2(0,1;ψ1,2) ≤ ε) have differ-

ent logarithmic asymptotics.
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We return to a general case. Let X be a zero-

mean Gaussian random vector in a Hilbert space

X. Let ϕ be a linear measurable functional of X.

Consider a set of one-dimensional linear pertur-

bations of X:

Xϕ,α = X − αψ〈ϕ,X〉,

where ψ = EX〈ϕ,X〉, α ∈ R.

Set q = 〈ϕ,ψ〉. If α 6= 1/q, then, as ε→ 0,

P {‖Xϕ,α‖X 6 ε} ∼
1

|1− αq|
·P {‖X‖X 6 ε}.

For α̂ = 1/q, the result is more complicated. If

ϕ ∈ X, then, as ε→ 0,

P {‖Xϕ,α̂‖X 6 ε} ∼

∼
√
q

‖ϕ‖X

√
2

π

∫ ε2

0

d

dt
P {‖X‖X 6 t}

dt√
ε2 − t2

.
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If we cannot derive the exact asymptotics, we

restrict ourselves to logarithmic asymptotics,

that is the asymptotics of lnP{||X||X ≤ ε} as

ε→ 0.

We introduce the counting function

N (λ) = #{n : λn > λ}.

Similarly, we define Ñ (λ) for the sequence (λ̃n).

Suppose N satisfies

lim inf
x→0

hx∫
0
N (λ) dλ

x∫
0
N (λ) dλ

> 1 for any h > 1.

If N (λ) ∼ Ñ (λ) as λ→ 0, then, as r → 0,

lnP
{ ∞∑
n=1

λ̃nξ
2
n 6 r

}
∼ lnP

{ ∞∑
n=1

λnξ
2
n 6 r

}
.



Note that the asymptotics of eigenval-
ues counting function is quite stable
with respect to perturbations of the ker-
nel and can be calculated explicitely in
many cases.

Previous particular results:

Nazarov-Nikitin (2004b) for fBm and similar processes

Nazarov (2004) for the Green processes and singular self-
similar measure µ

Karol-Nazarov-Nikitin (2008) for fractional Brownian sheet
and other Gaussian fields with “tensor product” structure

Further applications:

Karol-Nazarov (preprint 2010) for the tensor products of
smooth Gaussian fields

Nazarov-Sheipak (2012) for the Green processes and dis-
crete self-similar measure


