
Homotopy similarity of maps. Maps of the circle

S. S. Podkorytov

We describe the relation of r-similarity and finite-order invariants on the
homotopy set [S1, Y ] = π1(Y ).

§ 1. Introduction

This paper continues [4]. We adopt notation and conventions thereof. Here
we are mainly interested in the set [S1, Y ] = π1(Y ); in Part I, however, we
consider a more general case. Let X and Y be cellular spaces, X compact. Let
X be equipped with maps µ : X → X ∨X (comultiplication) and ν : X → X
(coinversion). The set Y X carries the operations

(a, b) 7→ (a# b : X
µ−→ X ∨X

a∨b−−→ Y )

and
a 7→ (a† : X

ν−→ X
a−→ Y ).

We suppose that the set [X,Y ] is a group with the identity 1 = [<|XY ], the
multiplication

[a][b] = [a# b]

and the inversion
[a]−1 = [a†].

Under these assumptions, we call (X,µ, ν;Y ) an admissible couple.
Put

[X,Y ](r+1) = {a ∈ [X,Y ] | 1 r∼ a }.

We get the filtration

[X,Y ] = [X,Y ](1) ⊇ [X,Y ](2) ⊇ . . . .

We prove that the subsets [X,Y ](r+1) are normal subgroups and form an N-
series (Theorems 4.1 and 4.3). The equivalence holds

a
r∼ b ⇔ a−1b ∈ [X,Y ](r+1)

(Theorem 4.2).
In Part III, we concentrate on the case X = S1 (with the standard µ and

ν), when [X,Y ] = π1(Y ). We prove that

π1(Y )(r+1) = γr+1π1(Y )
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(Theorem 11.2). Here, as usual,

G = γ1G ⊇ γ2G ⊇ . . .

is the lower central series of a group G.
For a homotopy invariant (i. e., a function) f : π1(Y ) → L, where L is an

abelian group, its order ord f ∈ {−∞, 0, 1, . . . ,∞} is defined (see [4, § 1]). We
prove that ord f = deg f (Theorem 12.2). Recall that, for a function f : G → L,
where G is a group, its degree deg f is defined (see § 12).

Do invariants of order at most r distinguish elements of π1(Y ) that are
not r-similar? In general, no. For r ⩾ 3, there is a group G and an element
g ∈ G \ γ(r+1)G such that, for any abelian group L and function f : G → L
of degree at most r, one has f(1) = f(g) (see [5] for r = 3 and [3, Ch. 2]).
Take a cellular space Y with π1(Y ) = G. Then, by Theorems 11.2 and 12.2, the
homotopy classes 1 and g in π1(Y ) are not r-similar, but cannot be distinguished
by invariants of order at most r.

In Part II, which does not depend on the rest of the paper, we prove group-
theoretic Theorem 9.1, which we need for the proof of the above-mentioned
Theorem 11.2.

Part I

In this part, we discuss operations over coherent ensembles of maps between
arbitrary spaces (§§ 2 and 3) and give our results concerning an arbitrary ad-
missible couple (§ 4).

§ 2. Compositions

Let X, Y , X ′, and Y ′ be spaces and k : X ′ → X and h : Y → Y ′ be maps.
Introduce the homomorphisms

k# : ⟨Y X⟩ → ⟨Y X′
⟩, <a> 7→ <a ◦ k>,

and
h# : ⟨Y X⟩ → ⟨Y ′X⟩, <a> 7→ <h ◦ a>.

2.1. Lemma. We have

k#(⟨Y X⟩(r+1)) ⊆ ⟨Y X′
⟩(r+1) and h#(⟨Y X⟩(r+1)) ⊆ ⟨Y ′X⟩(r+1).

Proof. Take an ensemble A ∈ ⟨Y X⟩(r+1).
To show that k#(A) ∈ ⟨Y X′⟩(r+1), we take T ′ ∈ Fr(X

′) and check that
k#(A)|T ′ = 0. We have the commutative diagram

⟨Y X′⟩k#(A)

?|T ′

��

⟨Y X⟩ A
k#

oo

?|k(T ′)

��
⟨Y T ′⟩k#(A)|T ′ ⟨Y k(T ′)⟩, A|k(T ′)=0

q#oo
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where q = k|T ′→k(T ′). Since k(T ′) ∈ Fr(X), we have A|k(T ′) = 0. By the

diagram, k#(A)|T ′ = 0.

To show that h#(A) ∈ ⟨Y ′X⟩(r+1), we take T ∈ Fr(X) and check that
h#(A)|T = 0. We have the commutative diagram

⟨Y X⟩A
h# //

?|T
��

⟨Y ′X⟩ h#(A)

?|T
��

⟨Y T ⟩0=A|T
h# // ⟨Y ′T ⟩. h#(A)|T

We have A|T = 0. By the diagram, h#(A)|T = 0.

2.2. Corollary. Let a, b ∈ Y X satisfy a
r∼ b. Then a ◦ k

r∼ b ◦ k in X ′Y and
h ◦ a r∼ h ◦ b in XY ′

.

Proof. There is an ensemble A ∈ ⟨Y X⟩,

A =
∑
i

ui<ai>,

where ai ∼ a, such that A
r
= <b>. By Lemma 2.1, k#(A)

r
= <b ◦ k> and

h#(A)
r
= <h ◦ b>. Since all the maps of k#(A) are homotopic to a ◦ k, we get

a ◦ k
r∼ b ◦ k. Since all the maps of h#(A) are homotopic to h ◦ b, we get

h ◦ a r∼ h ◦ b.

§ 3. Joining coherent ensembles

Let X1, X2, and Y be spaces. Introduce the homomorphism

(∨) : ⟨Y X1⟩ ⊗ ⟨Y X2⟩ → ⟨Y X1∨X2⟩, <a> ⊗ <b> 7→ <a ∨ b>.

3.1. Lemma. For p, q ⩾ 0, we have

(∨)(⟨Y X1⟩(p) ⊗ ⟨Y X2⟩(q)) ⊆ ⟨Y X1∨X2⟩(p+q).

Proof. Take A ∈ ⟨Y X1⟩(p) and B ∈ ⟨Y X2⟩(q). We show that (∨)(A ⊗ B) ∈
⟨Y X1∨X2⟩(p+q). Take T ∈ Fp+q−1(X1 ∨X2). We check that (∨)(A⊗B)|T = 0.
We have T = T1 ∨ T2 for some finite subspaces Ti ⊆ Xi, i = 1, 2. We have the
commutative diagram

⟨Y X1⟩ ⊗ ⟨Y X2⟩A⊗B
(∨) //

?|T1
⊗?|T1

��

⟨Y X1∨X2⟩ (∨)(A⊗B)

?|T
��

⟨Y T1⟩ ⊗ ⟨Y T2⟩A|T1
⊗B|T2

(∨) // ⟨Y T ⟩. (∨)(A⊗B)|T

We have T1 ∈ Fp−1(X1) or T2 ∈ Fq−1(X2). Thus A|T1
= 0 or B|T2

= 0. By the
diagram, (∨)(A⊗B)|T = 0.
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§ 4. Similarity for an admissible couple

Let (X,µ, ν;Y ) be an admissible couple.

4.1. Theorem. [X,Y ](r+1) ⊆ [X,Y ] is a subgroup.

Proof. To show that [X,Y ](r+1) is closed under multiplication, we take a, b ∈
Y X such that <| r∼ a and <| r∼ b and check that <| r∼ a# b. There are ensembles
D,E ∈ ⟨Y X⟩,

D =
∑
i

ui<di> and E =
∑
j

vj<ej>,

where di ∼ <| and ej ∼ <|, such that D
r
= <a> and E

r
= <b>. Consider the maps

a ∨ b, di ∨ ej : X ∨X → Y and the ensemble F ∈ ⟨Y X∨X⟩,

F =
∑
i,j

uivj<di ∨ ej>.

We have

<a ∨ b> − F = (∨)(<a> ⊗ <b>)− (∨)(D ⊗ E) =

= (∨)((<a> −D)⊗ <b>) + (∨)(D ⊗ (<b> − E) ∈ ⟨Y X∨X⟩(r+1),

where ∈ holds by Lemma 3.1. Since all the maps of F are null-homotopic, we
get <| r∼ a ∨ b. Since a# b = (a ∨ b) ◦ µ, Corollary 2.2 yields <| r∼ a# b.

Take a ∈ Y X such that <| r∼ a. Since a† = a ◦ ν, Corollary 2.2 yields <| r∼ a†.
Thus [X,Y ](r+1) is closed under inversion.

4.2. Theorem. For a, b ∈ [X,Y ], we have

a
r∼ b ⇔ a−1b ∈ [X,Y ](r+1). (1)

Proof. It suffices to check the implication

a
r∼ b ⇒ c# a

r∼ c# b

for a, b, c ∈ Y X . Given an ensemble A ∈ ⟨Y X⟩,

A =
∑
i

ui<ai>,

where ai ∼ a, such that A
r
= <b>, consider the ensemble F ∈ ⟨Y X∨X⟩,

F =
∑
i

ui<c ∨ ai>.

We have
<c ∨ b> − F = (∨)(<c> ⊗ (<b> −A)) ∈ ⟨Y X∨X⟩(r+1),

where ∈ holds by Lemma 3.1. Thus F
r
= <c ∨ b>. Since c ∨ ai ∼ c ∨ a, we get

c∨a r∼ c∨b. Taking composition with µ, we get c#a
r∼ c#b by Corollary 2.2.
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Theorems 4.1 and 4.2 imply that the relaton
r∼ on [X,Y ] is an equivalence,

which is a special case of [4, Theorem 8.1] (note that we did not use it here).
One can prove similarly that

a
r∼ b ⇔ ba−1 ∈ [X,Y ](r+1). (2)

It follows from (1) and (2) that the subgroup [X,Y ](r+1) ⊆ [X,Y ] is normal.
This is a special case of the following theorem.

Let [[ , ]] denote the group commutator.

4.3. Theorem. Put Ms = [X,Y ](s) ⊆ [X,Y ]. Then [[Mp,Mq]] ⊆ Mp+q.

Proof. Introduce the map

ζ : X
µ(3)

−−→ X ∨X ∨X ∨X
(in1◦ν)∨(in2◦ν)∨in1∨in2−−−−−−−−−−−−−−−−→ X ∨X,

where

µ(3) : X
µ−→ X ∨X

µ∨idX−−−−→ X ∨X ∨X
µ∨idX∨idX−−−−−−−→ X ∨X ∨X ∨X

(4-fold comultiplication). For a, b ∈ Y X , we have

[(a ∨ b) ◦ ζ] = [[[a], [b]]] (3)

in the group [X,Y ].

Take a, b ∈ Y X such that <| p−1∼ a and <| q−1∼ b. We show that <| p+q−1∼
(a ∨ b) ◦ ζ.

There are ensembles D,E ∈ ⟨Y X⟩,

D =
∑
i

ui<di> and E =
∑
j

vj<ej>,

where di ∼ <| and ej ∼ <|, such that D
p−1
= <a> and E

q−1
= <b>. Consider the

ensemble F ∈ ⟨Y X∨X⟩,

F =
∑
i

ui<di ∨ b> +
∑
j

vj<a ∨ ej> −
∑
i,j

uivj<di ∨ ej>.

We have

<a ∨ b> − F = (∨)((<a> −D)⊗ (<b> − E)) ∈ ⟨Y X∨X⟩(p+q),

where ∈ holds by Lemma 3.1. Thus F
p+q−1
= <a∨b>. By Lemma 2.1, ζ#(F )

p+q−1
=

<(a ∨ b) ◦ ζ>. By (3), all the maps of ζ#(F ) are null-homotopic. Thus we get
<| p+q−1∼ (a ∨ b) ◦ ζ.

Part II

In this part, which is algebraic and does not depend on the rest of the paper,
we prove Theorem 9.1.
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§ 5. Cultured sets

Let E be a set. Consider the Q-algebra QE of functions E → Q. A culture
on E is a filtration Φ = (Φs)s⩾0 of QE by Q-submodules

Φ0 ⊆ Φ1 ⊆ . . . ⊆ QE

such that
1 ∈ Φ0 and ΦsΦt ⊆ Φs+t.

A set equipped with a culture is called a cultured set. The culture of a cultured
set E is denoted by ΦE .

A way to define a culture on a set E is to choose a collection of pairs (ui, si),
where ui ∈ QE is a function and si ⩾ 1 is a number called the weight, and to
let Φs be spanned by all products ui1 . . . uip (p ⩾ 0) with si1 + . . .+ sip ⩽ s. We
define the cultured set

Qm
s1...sm (4)

as Qm with the culture given the collection (ξi, si), i ∈ (m), where ξi : Qm → Q
is the ith coordinate. Hereafter, we put (m) = {1, . . . ,m}. The cultured set

Zm
s1...sm

is defined similarly. We put Qs = Q1
s and Zs = Z1

s.
A function g : E → F between cultured sets is called a cultural morphism if

the induced algebra homomorphism h# : QF → QE satisfies g#(ΦF
s ) ⊆ ΦE

s for
all s. A function

g : Qm
s1...sm → Qn

t1...tn

is a cultural morphism if and only if it has the form

g(x1, . . . , xm) = (Pj(x1, . . . , xm))j∈(n),

where Pj is a rational polynomial of degree at most tj with respect to its argu-
ments having weights s1, . . . , sm. Cultural maps

Zm
s1...sm → Zn

t1...tn

are characterized similarly (their coordinate polynomials need not have integer
coefficients).

Cultured sets and cultural morphisms form a category with products. We
have

Qm
s1...sm ×Qn

t1...tn = Qm+n
s1...smt1...tn and Zm

s1...sm × Zn
t1...tn = Zm+n

s1...smt1...tn .

A cultural morphism g : E → F is called a cultural immersion if g#(ΦF
s ) =

ΦE
s for all s. Then a function f : D → E, where D is a cultured set, is a cultural

morphism if the composition

D
f−→ E

g−→ F

is. If the composition

E
g−→ F

h−→ G

of two cultural morphisms is a cultural immersion, then g is.
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§ 6. The truncated free algebra A/A(r+1)

Consider the algebra A of rational polynomials in non-commuting variables
T1, . . . , Tn. It is graded in the standard way,

A =
⊕
s⩾0

As.

Introduce the ideals A(s) ⊆ A,

A(s) =
⊕
t⩾s

At.

We fix r ⩾ 0 and consider the algebra A/A(r+1). Let T i ∈ A/A(r+1) be the

image of Ti. An element w ∈ A/A(r+1) has the form

w =
∑

s⩾0, i1,...,is

w
(s)
i1...is

T i1 . . . T is ,

where w
(s)
i1...is

∈ Q are uniquely defined for s ⩽ r and arbitrary for greater s.
Introduce the group

U = 1 +A(1)/A(r+1) ⊆ (A/A(r+1))×

with the filtration by subgroups

U = U(1) ⊇ U(2) ⊇ . . .

where
U(s) = 1 +A(s)/A(r+1), s ⩽ r + 1,

and U(s) = 1 for s ⩾ r + 1. We have [U(s),U(t)] ⊆ U(s+t). In particular,
γsU ⊆ U(s).

We equip the set U with the culture given by the collection of pairs

(ξ
(s)
i1...is

, s), 1 ⩽ s ⩽ r, i1, . . . , is ∈ (n),

where
ξ
(s)
i1...is

: U → Q, u 7→ u
(s)
i1...is

: U → Q

for
u =

∑
t⩾0, j1,...,jt

u
(t)
j1...jt

T j1 . . . T jt

with u(0) = 1. Clearly, the cultured set U is a special case of (4).
For a group G, let MG : G×G → G be the multiplication.

6.1. Lemma. The function

MU : U× U → U

is a cultural morphism.
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Proof. Given u, v ∈ U,

u =
∑

s⩾0, i1,...,is

u
(s)
i1...is

T i1 . . . T is and v =
∑

t⩾0, j1,...,js

v
(t)
j1...jt

T j1 . . . T jt

with u(0) = v(0) = 1, we have

uv =
∑

s⩾0, i1,...,is,
t⩾0, j1,...,jt

u
(s)
i1...is

v
(t)
j1...jt

T i1 . . . T isT j1 . . . T jt .

We consider u
(s)
i1...is

and v
(t)
j1...jt

with s, t > 0 here as variables of weights s and t,

respectively. In the last expression, the monomial in T i has degree s+ t, and its

coefficient is u
(s)
i1...is

v
(t)
j1...jt

and thus has degree s + t. Thus the total coefficient

of each monomial in T i of some degree z > 0 in this series is a polynomial in

u
(s)
i1...is

and v
(t)
j1...jt

of degree at most z.

6.2. Lemma. For u ∈ U(s), the function

Eu : Zs → U, x → ux,

is a cultural morphism. Moreover, it extends to a cultural morphism

Êu : Qs → U.

Proof. We have u = 1 + w in A/A(r+1) for some w ∈ A(s)/A(r+1),

w =
∑

t⩾s, i1,...,it

w
(t)
i1...it

T i1 . . . T it .

For x ∈ Z, we have

Eu(x) = ux = (1 + w)x =
∑
p⩾0

(x
p

)
wp =

=
∑
p⩾0

∑
t1⩾s, i11,...,i1t1 ,...,
tp⩾s, ip1,...,iptp

w
(t1)
i11,...,i1t1

. . . w
(tp)
ip1,...,iptp

(x
p

)
·

· T i11 . . . T i1t1
. . . T ip1 . . . T iptp

.

Consider x here as a variable of weight s. In the last expression, the monomial
in T i has degree t1 + . . . + tp, which is at least ps. Its coefficient is a rational
multiple of

(
x
p

)
and thus a polynomial in x of degree at most ps. Thus the

total coefficient of each monomial in T i of some degree z > 0 in this series is a
polynomial in x of degree at most z.

The extension Êu exists automatically.
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§ 7. The free nilpotent group N

Recall that we fix numbers n and r. Let F be the free group on the generators
Z1, . . . , Zn. Consider the free nilpotent group N = F /γr+1F . Put N(s) =
γsN ⊆ N, s ⩾ 1.

Following Magnus, consider the homomorphism

ρ : N → U, Zi 7→ 1 + T i.

Hereafter, the bar denotes the projection to the proper quotient group. The
homomorphism ρ exists because γr+1U = 1, The quotient N(s)/N(s+1) is abelian
and finitely generated. Since ρ(N(s)) ⊆ γsU ⊆ U(s), there is a homomorphism

σ(s) : N(s)/N(s+1) → As

such that
ρ(h) ≡ 1 + σ(s)(h) (mod A(s+1)), h ∈ N(s).

By Magnus [2] (see also [6, Part I, Ch. IV, Theorem 6.3]), N(s) = ρ−1(U(s)).
It follows that σ(s) are injective and N(s)/N(s+1) are torsion-free and thus free
abelian. It follows that there is a filtration

N = N1 ⊇ N2 ⊇ . . . ⊇ Nq ⊇ Nq+1 = 1

such that N(s) = Njs for some 1 = j1 ⩽ . . . ⩽ jr+1 = q + 1 and Nj/Nj+1

are infinite cyclic. For j ⩽ n + 1, we choose Nj be the subgroup generated by
Zj , . . . , Zn and N(2). Put sj = max{ s | js ⩽ j }, j ∈ (q). Clearly, 1 ⩽ s1 ⩽
. . . ⩽ sq ⩽ r, s1 = . . . = sn = 1, and Nj ⊆ N(sj). The subgroups Nj ⊆ N are
normal.

For each j ∈ (q), choose an element bj ∈ Nj such that bj generates N
j/Nj+1.

In doing so, we put
bj = Zj , j ∈ (n).

The collection (b1, . . . , bq) is a “Mal′cev basis” [1, 4.2.2]. For j ∈ (q + 1), the
function

βj : Zq−j+1 → Nj , (xj , . . . , xq) 7→ b
xj

j . . . bxq
q ,

is bijective. We put
β = β1 : Zq → N.

The elements σ(sj)(bj) ∈ A are linearly independent.
Any group G carries the immanent culture Φ with Φs consisting of all func-

tions G → Q of degree at most s (see § 12). If N is equipped with its immanent
culture,

β : Zq
s1...sq → N

becomes a culture isomorphism. The proof is omitted.

7.1. Lemma. The composition

ηj : Zq−j+1
sj ...sq

βj

−→ Nj ρj

−→ U,

where ρj = ρ|Nj , is a cultural immersion.
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Introduce the projections

p : Qq−j+1 → Q, (xj . . . , xq) 7→ xj ,

and
R : Qq−j+1 → Qq−j , (xj . . . , xq) 7→ (xj+1, . . . , xq).

Proof. We show that ηj is a cultural morphism by backward induction on j.
For j = q + 1, the assertion is trivial. Take j ⩽ q. Since bj ∈ N(sj), we have
ρ(bj) ∈ U(sj). We have the decomposition

ηj : Zq−j+1
sj ...sq = Zsj × Zq−j

sj+1...sq

Eρ(bj)
×ηj+1

−−−−−−−−→ U× U
MU−−→ U,

where Eρ(bj) : x 7→ ρ(bj)
x. Here cultural morphisms are Eρ(bj) by Lemma 6.2,

ηj+1 by the induction hypothesis, and MU by Lemma 6.1. Thus ηj is a cultural
morphism.

For each j ∈ (q), choose a linear functional ϕj : Asj → Q such that

ϕj(σ
(sj)(bk)) equals 1 for k = j and 0 for all other k with sk = sj . Given

j ⩽ q + 1 and x = (xj , . . . , xq) ∈ Zq−j+1, we have

ηj(x) = ρ(βj(x)) = ρ(b
xj

j . . . bxq
q ) = ρ(b

xj

j ) . . . ρ(bxq
q ).

Assume j ⩽ q. Then

ηj(x) ≡ 1 +
∑

k⩾j:sk=sj

xkσ
(sj)(bk) (mod A(sj+1))

in A/A(r+1) and
ηj(x) = ρ(bj)

xjηj+1(R(x)).

Note that, for any linear functional F : Asj → Q, the composition

F ! : U
in−→ A/A(r+1) pr−→ Asj

F−→ Qsj

is a cultural morphism. For c ∈ Q, we have

(cϕj)! (η
j(x)) = cxj , x = (xj , . . . , xq) ∈ Zq−j+1.

We show that ηj is a cultural immersion by constructing a cultural morphism

θj : U → Qq−j+1
sj ...sq

such that θj ◦ ηj is the inclusion

Zq−j+1
sj ...sq → Qq−j+1

sj ...sq .

Backward induction on j. Let θq+1 be the unique function U → Q0. Take j ⩽ q.
Introduce the cultural morphism

L : U
(−ϕj)!−−−−→ Qsj

Êρ(bj)−−−−→ U
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where Êρ(bj) is given by Lemma 6.2. Given x = (xj , . . . , xq) ∈ Zq−j+1, we have

L(ηj(x)) = ρ(bj)
−xj . Introduce the cultural morphism

θ′ : U
L×id
−−−→ U× U

MU−−→ U
θj+1

−−−→ Qq−j
sj+1...sq .

Hereafter, × combines two morphisms with one source into a morphism to the
product of their targets. We have

θ′(ηj(x)) = θj+1(L(ηj(x))ηj(x)) = θj+1(ρ(bj)
−xjηj(x)) =

= θj+1(ηj+1(R(x))) = R(x).

Put

θj : U
ϕj !× θ′

−−−−−→ Qsj ×Qq−j
sj+1...sq = Qq−j+1

sj ...sq .

We get
θj(ηj(x)) = (ϕj ! (η

j(x)), θ′(ηj(x))) = (xj ,R(x)) = x.

7.2. Lemma. Define a function mj by the commutative diagram

Zq−j+1
sj ...sq × Zq−j+1

sj ...sq

mj
//

βj×βj

��

Zq−j+1
sj ...sq

βj

��
Nj ×Nj

M
Nj // Nj .

Then mj is a cultural morphism. It extends to a cultural morphism

m̂j : Qq−j+1
sj ...sq ×Qq−j+1

sj ...sq → Qq−j+1
sj ...sq .

The coordinate polynomials of mj are known as the “multiplication polyno-
mials” [1, 4.2.2].

Proof. We have the commutative diagram

Zq−j+1
sj ...sq × Zq−j+1

sj ...sq

mj
//

βj×βj

��

Zq−j+1
sj ...sq

βj

��
Nj ×Nj

M
Nj //

ρj×ρj

��

Nj

ρj

��
U× U

MU // U.

Here MU is a cultural morphism by Lemma 6.1. It follows from Lemma 7.1
that the composition in the left column is a cultural morphism. Since the
composition in the right column is a cultural immersion by Lemma 7.1, mj is a
cultural morphism.

The extension m̂j exists automatically.
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7.3. Lemma. Given an element h ∈ Nj, define a function ejh by the commu-
tative diagram

Zq−j+1
sj ...sq

βj

��
Zsj

x 7→hx
//

ejh

77

Nj .

Then ejh is a cultural morphism. It extends to a cultural morphism

êjh : Qsj → Qq−j+1
sj ...sq .

The coordinate polynomials of ejh are a specialization of the “exponentiation
polynomials” [1, 4.2.2].

Proof. The composition

Zsj

ejh−→ Zq−j+1
sj ...sq

βj

−→ Nj ρj

−→ U

sends x to ρ(h)x and thus coincides with Eρ(h), which is a cultural morphism

by Lemma 6.2. Since ρj ◦ βj here is a cultural immersion by Lemma 7.1, ejh is
a cultural morphism.

The extension êjh exists automatically.

§ 8. Cultural view of a subgroup of N

Let K ⊆ N be a subgroup. For each j ∈ (q), the image of Nj ∩ K in the

quotient Nj/Nj+1 is generated by b
dj

j for some dj ⩾ 0.

8.1. Lemma. There exists a cultural morphism f : Qq
s1...sq → Qq

s1...sq such
that

β−1(K) = f−1(d1Z× . . .× dqZ)

as subsets of Qq.

The morhism f constructed in the proof is a cultural isomorphism, its jth
coordinate fj depends on the first j coordinates of the argument only, and, for
x ∈ Zq, fj(x) ∈ Z if fk(x) ∈ dkZ for all k < j. The proof of these properties is
omitted.

Proof. For each j ∈ (q + 1), we construct a cultural morphism f j : Qq−j+1
sj ...sq →

Qq−j+1
sj ...sq such that

(βj)−1(Nj ∩K) = (f j)−1(djZ× . . .× dqZ)

as subsets of Qq−j+1. Backward induction on j. Let fq+1 : Q0 → Q0 be the
unique function. Take j ⩽ q.
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Case dj = 0. Then Nj ∩K ⊆ Nj+1. Put

f j : Qq−j+1
sj ...sq = Qsj ×Qq−j

sj+1...sq

id×fj+1

−−−−−→ Qsj ×Qq−j
sj+1...sq = Qq−j+1

sj ...sq .

Take x = (xj , . . . , xq) ∈ Qq−j+1. We have

(x ∈ Zq−j+1, βj(x) ∈ Nj ∩K) ⇔

⇔ (x ∈ 0× Zq−j , βj+1(R(x)) ∈ Nj+1 ∩K) ⇔

⇔ (xj = 0, f j+1(R(x)) ∈ dj+1Z× . . .× dqZ) ⇔

⇔ f j(x) ∈ 0× dj+1Z× . . .× dqZ.

Case dj ̸= 0. Choose an element k ∈ Nj ∩K such that k = b
dj

j in Nj/Nj+1.
Consider the cultural morphisms

l : Qq−j+1
sj ...sq

−p/dj−−−−→ Qsj

êjk−→ Qq−j+1
sj ...sq ,

where −p/dj : (xj , . . . , xq) 7→ −xj/dj and êjk is given by Lemma 7.3, and

f ′ : Qq−j+1
sj ...sq

l×id
−−−→ Qq−j+1

sj ...sq ×Qq−j+1
sj ...sq

m̂j

−−→ Qq−j+1
sj ...sq

R−→ Qq−j
sj+1...sq

fj+1

−−−→ Qq−j
sj+1...sq ,

where m̂j is given by Lemma 7.2. Put

f j : Qq−j+1
sj ...sq

p×f ′

−−−→ Qsj ×Qq−j
sj+1...sq = Qq−j+1

sj ...sq .

Take x = (xj , . . . , xq) ∈ djZ× Zq−j . Then

k−xj/djβj(x) ∈ Nj+1

and
k−xj/djβj(x) = βj(y),

where y ∈ Zq−j+1,
y = m̂j(êjk(−xj/dj), x).

Thus p(y) = 0 and

k−xj/djβj(x) = βj(y) = βj+1(R(y)) = βj+1(R(m̂j(êjk(−xj/dj), x))).

Take x = (xj , . . . , xq) ∈ Qq−j+1. Put y = m̂j(êjk(−xj/dj), x) ∈ Qq−j+1 and
y′ = R(y) ∈ Qq−j . We show that

p(y) = 0 (5)

and
x = m̂j(êjk(xj/dj), y). (6)
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It suffices to consider the case x ∈ djZ × Zq−j . Then, as shown above, y ∈
Zq−j+1, p(y) = 0, and

k−xj/djβj(x) = βj(y).

Thus
βj(x) = kxj/djβj(y),

which implies (6). It follows from (5) and (6) that

(xj ∈ djZ, y′ ∈ Zq−j) ⇒ x ∈ djZ× Zq−j .

We have f ′(x) = f j+1(y′) and

(x ∈ Zq−j+1, βj(x) ∈ Nj ∩K) ⇔

⇔ (x ∈ djZ× Zq−j , k−xj/djβj(x) ∈ Nj+1 ∩K) ⇔

⇔ (xj ∈ djZ, y′ ∈ Zq−j , βj+1(y′) ∈ Nj+1 ∩K) ⇔

⇔ (xj ∈ djZ, f j+1(y′) ∈ dj+1Z× . . .× dqZ) ⇔

⇔ (xj ∈ djZ, f ′(x) ∈ dj+1Z× . . .× dqZ) ⇔

⇔ f j(x) ∈ djZ× . . .× dqZ.

§ 9. Defining γr+1G by equations and congruences

9.1. Theorem. Let G be a group with elements g1, . . . , gn ∈ G. Fix r ⩾ 0.
Then, for some q ⩾ 0, there are rational polynomials Pj(X1, . . . , Xn), j ∈ (q), of
degree at most r and integers d1, . . . , dq ⩾ 0 such that, for any x = (x1, . . . , xn) ∈
Zn,

gx1
1 . . . gxn

n ∈ γr+1G ⇔ (Pj(x) ∈ djZ, j ∈ (q)).

The polynomials Pj constructed in the proof have the following integrality
property: for x ∈ Zn, Pj(x) ∈ Z if Pk(x) ∈ dkZ for k < j. The check is omitted.

Proof. We use the constructions of the previous sections of Part II for the given
n and r. In particular, we let the required q be the size of the Mal′cev basis of
N, the free nilpotent group of rank n and class r. Consider the homomorphism

t : N → G/γr+1G, Zi 7→ gi.

Put K = Ker t ⊆ N. By Lemma 8.1, there are integers d1, . . . , dq ⩾ 0 and a
cultural morphism f : Qq

s1...sq → Qq
s1...sq such that

β−1(K) = f−1(d1Z× . . .× dqZ)

as subsets of Qq. Define the required polynomials Pj by the equality

f(x1, . . . , xn, 0, . . . , 0) = (Pj(x))j∈(q), x = (x1, . . . , xn) ∈ Qn.
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Since s1 = . . . = sn = 1, the degree of Pj is at most sj , which does not exceed
r. Given x = (x1, . . . , xn) ∈ Zn, we have

gx1
1 . . . gxn

n mod γr+1G = t(Z
x1

1 . . . Z
xn

n ) = t(β(x1, . . . , xn, 0, . . . , 0))

in G/γr+1G and thus

gx1
1 . . . gxn

n ∈ γr+1G ⇔ β(x1, . . . , xn, 0, . . . , 0) ∈ K ⇔

⇔ f(x1, . . . , xn, 0, . . . , 0) ∈ d1Z×. . .×dqZ ⇔ (Pj(x) ∈ djZ, j ∈ (q)).

Part III

In this part, we consider the group [S1, Y ] = π1(Y ).

§ 10. Managing an ensemble of maps S1 → Y

For n ⩾ 0 and a group G, introduce the function

M : Gn → G, (g1, . . . , gn) 7→ g1 . . . gn.

For K ⊆ (n), let ωK : Gn → GK be the projection.

10.1. Lemma. Consider an ensemble A ∈ ⟨Y S1⟩,

A =
∑
i∈I

ui<ai>,

such that A
r
= 0. Then, for some n ⩾ 1, there exist elements zi ∈ π1(Y )n, i ∈ I,

such that [ai] = M(zi) and the element

Z =
∑
i∈I

ui<zi> ∈ ⟨π1(Y )n⟩ (7)

satisfies ⟨ωK⟩(Z) = 0 in ⟨π1(Y )K⟩ for all K ⊆ (n) with |K| ⩽ r.

Proof. Take a finite subspace D ⊆ S1 consisting of n ⩾ 2 points. It cuts S1 into
closed arcs Bk, k ∈ (n). A continuous function v : Bk → Y with v(∂Bk) = {<|Y }
has the (relative to ∂Bk) homotopy class [v] ∈ π1(Y ). For a map w : S1 → Y
with w(D) = {<|Y }, we have

[w] =

n∏
k=1

[w|Bk
] (8)

in π1(Y ) (we assume that Bk are oriented and numbered properly).

By [4, Corollary 6.2], we may assume that A
r
=
Γ
0 for some open cover Γ of

S1. We suppose that D is chosen dense enough so that each Bk is contained in
some Gk ∈ Γ. Put

V =
∨
i∈I

S1.
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Let U be the quotient of V by the identifications ini(x) ≈ inj(x) for x ∈ Bk and
i, j ∈ I such that ai =|Gk

aj . U is a graph. Let h : V → U be the projection.
Introduce the maps

ei : S
1 ini−−→ V

h−→ U.

There is a map q : U → S1 such that q ◦ ei = idS1 . Put

b =
∨
i∈I

ai : V → Y.

There is a map a : U → Y such that b = a ◦ h. Clearly, ai = a ◦ ei. Put
D̃ = q−1(D) ⊆ U . D̃ is a finite subspace. The map a|D̃ is null-homotopic

because the inclusion D̃ → U is. Extending the homotopy, we get a map
â : U → Y such that â ∼ a and â(D̃) = {<|Y }. Put âi = â ◦ ei : S1 → Y .
Clearly, âi ∼ ai and âi(D) = {<|Y }. Put

zi = ([âi|Bk
])k∈(n) ∈ π1(Y )n.

We have

[ai] = [âi]
(∗)
=

n∏
k=1

[âi|Bk
] = M(zi),

where (∗) follows from (8). For k ∈ (n) and i, j ∈ I, we have the implication

ai =|Gk
aj ⇒ [âi|Bk

] = [âj |Bk
] (9)

because the premise implies that ei =|Bk
ej and thus âi =|Bk

âj .
Consider the element Z ∈ ⟨π1(Y )n⟩ given by (7). Take K ⊆ (n). Put

G(K) = {<|Y } ∪
⋃
k∈K

Gk ⊆ S1.

By (9), we have the implication

ai =|G(K) aj ⇒ ωK(zi) = ωK(zj).

Suppose that |K| ⩽ r. Then A|G(K) = 0 because A
r
=
Γ
0. Thus ⟨ωK⟩(Z) = 0.

§ 11. Similarity on π1(Y )

11.1. Lemma. Let G be a group. Consider an element Z ∈ ⟨Gn⟩,

Z =
∑
i∈I

ui<zi>,

where I has a distinguished element 0 and u0 = 1. Suppose that ⟨ωK⟩(Z) = 0
for all K ⊆ (n) with |K| ⩽ r and M(zi) ∈ γr+1G for all i ̸= 0. Then M(z0) ∈
γr+1G.
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Proof. We have zi = (zi1, . . . , zin), where zik ∈ G. Take distinct g1, . . . , gm ∈ G
that include all the zik. We have

zik =

m∏
l=1

g
[zik=gl]
l

and thus

M(zi) =

n∏
k=1

m∏
l=1

g
[zik=gl]
l .

Hereafter, given a condition C, the integer [C] is 1 under C and 0 otherwise.
By Theorem 9.1, for some q ⩾ 0, there are rational polynomials Pj(X), X =
(Xkl)k∈(n), l∈(m), j ∈ (q), of degree at most r and integers dj ⩾ 0 such that, for
any collection x = (xkl)k∈(n), l∈(m), xkl ∈ Z, we have the equivalence

n∏
k=1

m∏
l=1

gxkl

l ∈ γr+1G ⇔ (Pj(x) ∈ djZ, j ∈ (q)).

Order the set (n)× (m) totally. We have

Pj(X) =
∑

0⩽s⩽r,
(k1,l1)⩽...⩽(ks,ls)

P
(s)
jk1l1...ksls

Xk1l1 . . . Xksls

for some P
(s)
jk1l1...ksls

∈ Q. We have∑
i∈I

uiPj(([zik = gl])k∈(n), l∈(m)) =

=
∑

0⩽s⩽r,
(k1,l1)⩽...⩽(ks,ls)

P
(s)
jk1l1...ksls

∑
i∈I

ui[zikt
= glt , t ∈ (s)]

(∗)
= 0, (10)

where (∗) holds because the inner sum is zero, which is because ⟨ωK⟩(Z) = 0
for K = {k1, . . . , ks}. Since M(zi) ∈ γr+1(G) for i ̸= 0, we have

Pj(([zik = gl])k∈(n), l∈(m)) ∈ djZ (11)

for i ̸= 0. Since u0 = 1, it follows from (10) that (11) holds for i = 0 too. Thus
M(z0) ∈ γr+1(G).

11.2. Theorem. Let Y be a cellular space. Then

π1(Y )(r+1) = γr+1π1(Y ). (12)

Proof. The inclusion ⊇ in (12) follows from Theorem 4.3. To prove the inclusion

⊆, we take a ∈ Y S1

such that <| r∼ a and check that [a] ∈ γr+1π1(Y ). There is

an ensemble D ∈ ⟨Y S1⟩,
D =

∑
i

uu<di>,
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where di ∼ <|, such that D
r
= <a>. By Lemma 10.1, for some n ⩾ 1, there are

elements z, wi ∈ π1(Y )n such that M(z) = [a] and M(wi) = 1 in π1(Y ) and,
putting

W =
∑
i

ui<wi> ∈ ⟨π1(Y )n⟩,

we have ⟨ωK⟩(<z> − W ) = 0 for all K ⊆ (n) with |K| ⩽ r. By Lemma 11.1,
M(z) ∈ γr+1π1(Y ), which is what we need.

§ 12. Finite-order invariants on π1(Y )

For a group G, ⟨G⟩ is its group ring. Let [G] ⊆ ⟨G⟩ be the augmentation
ideal, i. e., the kernel of the ring homomorphism (called the augmentation)
⟨G⟩ → Z, <g> 7→ 1.

12.1. Lemma. Let G be a group and Z ∈ ⟨Gn⟩ be an element such that
⟨ωK⟩(Z) = 0 in ⟨GK⟩ for all K ⊆ (n) with K| ⩽ r. Then ⟨M⟩(Z) ∈ [G]r+1

(⊆ ⟨G⟩).

Proof. For K ⊆ (n), consider the function

ϵK : GK → Gn, (gk)k∈K 7→ (g̃k)k∈(n),

where g̃k equals gk if k ∈ K and 1 otherwise, the composition

ρK : Gn ωK−−→ GK ϵK−−→ Gn

and the homomorphism SK : ⟨Gn⟩ → ⟨Gn⟩,

SK =
∑
L⊆K

(−1)|L|⟨ρL⟩.

If K = {k1, . . . , kt}, k1 < . . . < kt, then

(⟨M⟩ ◦ SK)(<(gk)k∈(n)>) = (1− <gk1
>) . . . (1− <gkt

>)

in ⟨G⟩. Thus
Im(⟨M⟩ ◦ SK) ⊆ [G]|K|. (13)

We have∑
K⊆(n)

(−1)|K|SK =
∑

K⊆(n)

(−1)|K|
∑
L⊆K

(−1)|L|⟨ρL⟩ =

=
∑

L⊆(n)

(−1)|L|( ∑
K⊆(n):K⊇L

(−1)|K|)⟨ρL⟩.
The inner sum equals (−1)n[L = (n)]. Thus∑

K⊆(n)

(−1)|K|SK = ⟨ρ(n)⟩ = id⟨G⟩.
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For L ⊆ (n), |L| ⩽ r, we have ⟨ρL⟩(Z) = ⟨ϵL⟩(⟨ωL⟩(Z)) = 0. Thus SK(Z) = 0
if |K| ⩽ r. We get

Z =
∑

K⊆(n)

(−1)|K|SK(Z) =
∑

K⊆(n):|K|⩾r+1

(−1)|K|SK(Z).

Thus
⟨M⟩(Z) =

∑
K⊆(n):|K|⩾r+1

(−1)|K|(⟨M⟩ ◦ SK)(Z).

By (13), ⟨M⟩(Z) ∈ [G]r+1.

A function f : G → L, where L is an abelian group, gives rise to the
homomorphism

+f : ⟨G⟩ → L, <g> 7→ f(g).

We define deg f ∈ {−∞, 0, 1, . . . ,∞}, the degree of f , as the infimum of r ∈ Z
such that +f |[G]r+1 = 0 (adopting [G]s = ⟨G⟩ for s ⩽ 0).

12.2. Theorem. Let Y be a cellular space, L be an abelian group and f :
π1(Y ) → L be a homotopy invariant (i. e., a function). Then ord f = deg f

Proof. We suppose f ̸= 0 omitting the converse case.
(1) Suppose that ord f ⩽ r (r ⩾ 0). We show that deg f ⩽ r. It suffices to

check that
+f((1− <[a1]>) . . . (1− <[ar+1]>)) = 0

for any a1, . . . , ar+1 ∈ Y S1

. Put W = S1 ∨ . . . ∨ S1 (r + 1 summands) and

q = a1 ∨ . . . ∨ ar+1 : W → Y.

Let p : S1 → W be the (r+1)-fold comultiplication and Λd : W → W , d ∈ Er+1,

be as in [4, § 3]. Consider the ensemble A ∈ ⟨Y S1⟩,

A =
∑

d∈Er+1

(−1)|d|<a(d)>,

where

a(d) : S1 p−→ W
Λ(d)−−−→ W

q−→ Y.

Clearly,
[a(d)] = [a1]

d1 . . . [ar+1]
dr+1

in π1(Y ). By [4, Lemma 3.1], A
r
= 0. We have

+f((1− <[a1]>) . . . (1− <[ar+1]>)) =
∑

d∈Er+1

(−1)|d|f([a1]
d1 . . . [ar+1]

dr+1) =

=
∑

d∈Er+1

(−1)|d|f([a(d)])
(∗)
= 0,
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where (∗) holds because ord f ⩽ r.
(2) Suppose that deg f ⩽ r (r ⩾ 0). We show that ord f ⩽ r. Take an

ensemble A ∈ ⟨Y S1⟩,
A =

∑
i∈I

ui<ai>,

such that A
r
= 0. We should show that∑

i∈I

uif([ai]) = 0.

By Lemma 10.1, for some n ⩾ 1, there exist elements zi ∈ π1(Y )n, i ∈ I,
such that [ai] = M(zi) and the element Z ∈ ⟨π1(Y )n⟩ given by (7) satisfies
⟨ωK⟩(Z) = 0 in ⟨π1(Y )K⟩ for all K ⊆ (n) with |K| ⩽ r. We have∑

i∈I

uif([ai]) =
+f(⟨M⟩(Z)).

By Lemma 12.1, ⟨M⟩(Z) ∈ [G]r+1. Since deg f ⩽ r, +f(⟨M⟩(Z)) = 0.
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