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Abstract. We present the first known non-trivial topological ob-
structions to the existence of partially hyperbolic diffeomorphisms.
In particular, we show that the are no partially hyperbolic diffeo-
morphisms on the three sphere. More generally we show that,
for a partially hyperbolic diffeomorphism of a 3-manifold with an
Abelian fundamental group, the induced action in the first homol-
ogy group is partially hyperbolic. This improves the results of
[BBI] by dropping the assumption of dynamical coherence.

1. Introduction and main results

Let M be a smooth, connected, compact Riemannian manifold with-
out boundary (a concrete choice of Riemannian metric is of no impor-
tance for the sequel). A C1 diffeomorphism f : M → M is said to be
partially hyperbolic if there are a df -invariant splitting of the tangent
bundle

TxM = Es(x) ⊕ Eu(x) ⊕ Ec(x), x ∈ M,

into C0 distributions Es, Eu and Ec (called the stable, unstable and
center distributions), and continuous functions λ, γ1, γ2, µ : M → R
such that for every x ∈ M ,

0 < λ(x) < γ1(x) ≤ 1 ≤ γ2(x) < µ(x)
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and

df(x)Ea(x) = Ea(f(x)) for a = s, u, c,

‖df(x)vs‖ ≤ λ(x)‖vs‖ for vs ∈ Es(x),

µ(x)‖vu‖ ≤ ‖df(x)vu‖ for vu ∈ Eu(x),

γ1(x)‖vc‖ ≤ ‖df(x)vc‖ ≤ γ2(x)‖vc‖ for vc ∈ Ec(x).

The distributions Es, Eu and Ec are Hölder continuous but in general
are not C1 even if f is C2 or better [Ano67]. We refer to the direct
sums Ecs = Ec ⊕ Es and Ecu = Ec ⊕ Eu as the center-stable and
center-unstable distributions, respectively.

In this paper, by a C0 foliation with C1 leaves we mean a continuous
foliation W of M whose leaves W (x), x ∈ M , are C1 and their tangent
spaces TxW (x) depend continuously on x ∈ M . For such a foliation
W , we denote by TW the tangent distribution of W , i.e., the collection
of all tangent spaces to the leaves of W . Note that a C0 foliation with
C1 leaves is not necessarily a C1 foliation (as defined in terms of C1

charts).
The stable Es and unstable Eu distributions are integrable in the

sense that there exist C0 foliations W s and W u with C1 leaves (called
the stable and unstable foliations, respectively) such that TW s = Es

and TW u = Eu. Moreover, the exponential contraction and expansion
implies the uniqueness of integral manifolds: if a C1 curve is everywhere
tangent to Es, then it lies in one leaf of W s, and similarly for W u.

By analogy with ordinary differential equations, we say that a con-
tinuous k-dimensional distribution E on a manifold M is uniquely in-
tegrable if there is a C0 foliation W with C1 leaves such that every C1

curve σ : R → M satisfying σ̇(t) ∈ E(σ(t)) for all t, is contained in
W (σ(0)).

A partially hyperbolic diffeomorphism f is said to be dynamically
coherent if the distributions Ec, Ecs and Ecu are integrable, i.e., tangent
to C0 foliations with C1 leaves.

In general, the center distribution Ec fails to be integrable (see
[Wil98] for a counterexample). It is not known whether the central
distribution is uniquely integrable even if it is one-dimensional.

From now on, M is a closed 3-dimensional Riemannian manifold and
f is a partially hyperbolic diffeomorphism of M . We assume that all
three distributions Es, Eu and Ec are one-dimensional.

The following two theorems are the main results of this paper.

Theorem 1.1. There is no partially hyperbolic diffeomorphism on S3.
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To the best of our knowledge, this result is the first known topological
obstruction to the existence of a partially hyperbolic diffeomorphism
on a specific three-manifold (see [BW] and references there for a nice
discussion of known examples and related topics).

Theorem 1.1 is a particular case of the following theorem:

Theorem 1.2. Let M be a compact 3-dimensional manifold whose fun-
damental group is Abelian and let f : M → M be a partially hyperbolic
diffeomorphism. Then the induced map f∗ of the first homology group
H1(M, R) is also partially hyperbolic, i.e., it has eigenvalues α1 and α2

with |α1| > 1 and |α2| < 1.

This paper is a continuation of [BBI]. Theorems 1.1 and 1.2 improve
the results of [BBI] by removing the assumption of dynamical coher-
ence. Following a suggestion by Christian Bonatti, we also work with
a more general notion of partial hyporbolicity than in [BBI]. In partic-
ular, we need a differnt proof of Proposition 3.1 asserting the existence
of integral submanifolds for Ecs.

To work around the lack of dynamical coherence, we prove two tech-
nical results which may also be useful for other applications. First, we
show that there is a “branching foliation” tangent to Ecs (Theorem
4.1). Second, we show that a branching foliation can be approximated
by a C0 foliation with C1 leaves (cf. Theorem 7.2 and Key Lemma
2.1). For our purposes, the branching foliation and approximations are
as good as foliations guaranteed by the dynamical coherence.

The paper is organized as follows. In Section 2 we derive Theorems
1.1 and 1.2 from the Key Lemma 2.1. The proof of the Key Lemma
needs some dynamics preliminaries (Section 3), and then the core part
of the proof is contained in Sections 4–7. In Sections 4–6 we prove the
existence of a branching foliation tangent to Ecs (Theorem 4.1) and in
Section 7 we approximate a branching foliation by an ordinary foliation
(Theorem 7.2).
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to formulate and prove the result in a somewhat more general set-up,
namely for the point-wise definition of partial hyperbolicity rather than
a uniform one.

We thank Mark Levi for making the two figures in this paper.

2. Proofs of Theorems 1.1 and 1.2

Even though Theorem 1.1 follows from Theorem 1.2, we first prove
Theorem 1.1 and then show how to modify this proof to obtain Theo-
rem 1.2. Both proofs are slight modifications of arguments from [BBI].
They do not require new ideas and simply show that approximations
guaranteed by the Key Lemma below are as good as dynamical coher-
ence assumed in [BBI].

By passing to a finite cover, one can make M , Es, Eu, and Ec ori-
entable. Throughout the rest of the paper we assume that the manifold
and the distributions are oriented.

The following key lemma shows that Ecs can be approximated by
tangent distributions of foliations.

Key Lemma 2.1. For every ε > 0 there is a C0 foliation Aε with C1

leaves such that the angles between TAε and Ecs are less than ε.

In fact, in the course of the proof we also show that there is a con-
tinuous map hε : M → M which is ε-close in C0 to the identity and
sends every leaf of Aε to a surface tangent to Ecs (cf. Theorem 7.2).
We do not include this fact in the formulation since we do not use it.

This lemma uses Proposition 3.1 from Section 3, which is an easy
generalization of an integrability assertion from [BBI]. The rest of
the argument, which is the core of the proof of the Key Lemma, is
purely topological. It is however rather long and technical. It occupies
Sections 4–7.

In this section we derive Theorems 1.1 and 1.2 from the Key Lemma.
We need some preliminaries from the theory of foliations. In this paper,
all foliations have C1 leaves.

First, the classical Novikov Compact Leaf Theorem states that every
smooth foliation of S3 has a compact leaf (see [Nov65]). Moreover there
is a compact leaf bounding a Reeb component. A Reeb component is
a solid torus in which the foliation is homeomorphic to the foliation of
D2 × S1 by the boundary ∂D2 × S1 and the graphs of the functions

x 7→ const +
1

1 − |x|2
mod 1

from the interior of D2 to S1. Here D2 = {x ∈ R2 : |x| ≤ 1} and
S1 = R/Z.
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The original work by S. Novikov assumed high smoothness, how-
ever the theory has been generalized to C0 foliations (see [Sol82] and
[CLN85]).

We say that a closed differentiable curve in M is a transverse con-
tractible cycle for a 2-dimensional foliation (or distribution) if the curve
is transverse to the foliation (or distribution) and homotopic to a point.

There is an easy generalization of Novikov’s Theorem asserting that
if a C0 foliation (with C1-leaves) of a closed 3-manifold admits a trans-
verse contractible cycle, then the foliation has a compact leaf; the com-
pact leaf guaranteed by the theorem is a torus bounding a Reeb com-
ponent ([CC03], Theorem 9.1.4).

Novikov has also observed that every 1-dimensional foliation W 1 of a
compact 3-manifold transverse to a 2-dimensional foliation W 2 with a
Reeb component U has a closed leaf. It is easy to see that this is true in
the C0 case. Indeed, we may assume that W 1 is orientable and oriented
so that at the boundary of U the positive direction of W 1 points inside
U . Let S ⊂ U be a leaf of W 2. The transversality and the structure of
the Reeb component implies that every positively oriented half-leaf of
W 1 starting at a point x ∈ S eventually intersects S again. Denote the
first intersection point by φ(x). Then φ : S → S is a continuous map.
Furthermore, the image φ(S) is contained in a compact subset of S.
Since S is homeomorphic to R2, the Brouwer Fixed Point Theorem
implies that there is an x ∈ S such that φ(x) = x. Then the leaf of W 1

containing x is a desired closed leaf.
For the sake of further references we summarize the above statements

in the following lemma:

Lemma 2.2. If a 2-dimensional foliation of a compact 3-manifold ad-
mits a transverse contractible cycle, then every 1-dimensional foliation
transverse to the foliation has a closed leaf. In particular, every 1-
dimensional foliation transverse to a 2-dimensional foliation of S3 has
a closed leaf.

Modulo the Key Lemma and Lemma 2.2, the proof of Theorem 1.1
is now rather straightforward:

Proof of Theorem 1.1. Apply the Key Lemma to Ecs and get a family
of foliations Aε approximating Ecs (in the sense of the Key Lemma).
Then, for a sufficiently small ε, Aε is transverse to Eu. Recall that Eu

is uniquely integrable, hence, by Lemma 2.2, Eu has a closed integral
curve. Applying iterations of f−1 yields arbitrarily short closed integral
curves of Eu, a contradiction. �

5



Proof of Theorem 1.2. Now we show how to modify this argument to
prove Theorem 1.2.

Lemma 2.3. There are no transverse contractible cycles for Ecs.

Proof. Arguing as in the proof of Theorem 1.1, we apply the Key
Lemma to approximate Ecs by tangent distributions of foliations Aε.
Note that a transverse contractible cycle for Ecs, is also a transverse
contractible cycle for all approximating foliations Aε provided that ε
is small enough. Hence, by Lemma 2.2, the existence of such a cycle
implies that Eu has a closed orbit, a contradiction. �

The rest of the proof essentially repeats the argument in Step 2 in
[BBI]. Assume by contradiction that the absolute values of all eigen-
values of f∗ are less than or equal to 1. (If they are greater than or
equal to 1, use f−1 instead of f .)

We use a tilde to denote the lifts to the universal cover M̃ of M
of f and the distributions and foliations associated to f . Since M̃

is quasi-isometric to π1(M) which is Abelian, M̃ is quasi-isometric to
H1(M, R) = Rk for some k. Fix a compact fundamental domain D
of the deck group π1(M). Then any set of diameter d can be covered
by polynomially many (in d) translates of D by elements of the deck
group.

Since the absolute values of all eigenvalues of f∗ are no greater than
1, the length of the images of any vector under the iterates of f∗ grows
sub-exponentially, and therefore so does the diameter of the images of
any compact set under the iterates of f̃ .

We apply this observation to a segment I of an unstable leaf in M̃ .
The length of the images f̃n(I) grows exponentially, but the image is
covered by sub-exponentially many translates of D. Hence, given any
ε > 0, one can apply the Pigeon-Hole principle and find a segment of

an unstable curve in M̃ of length > 1 whose endpoints are ε-close. If
ε is sufficiently small, one can perturb this segment so that it closes
up and remains transverse to Ecs. This yields a transverse contractible
cycle for Ecs, contrary to Lemma 2.3. �

3. Proof of the Key Lemma: Preliminaries

Recall that M and the distributions Ec, Es and Eu are oriented.
By passing to a power of f , we may assume that f preserves all the
orientations.

We choose a Riemannian metric on M so that the distributions Ec,
Es and Eu are almost orthogonal, namely that the angle between them

6



is no less than π/2 − 10−8. We use the same notation Ec, Es and Eu

for the distributions and the corresponding unit vector fields.
By the compactness of M , there is an r0 > 0 (referred to as a reg-

ularity radius) such that every ball of radius r0 is covered by a local
coordinate system (x, y, z) in which Ec, Es and Eu differ by no more
than 10−6 from coordinate vector fields ∂

∂x
, ∂

∂y
and ∂

∂z
, respectively. We

refer to such coordinate systems as regular coordinates. It is easy to
see that for every two points x, y within distance at most r0/2 from the
center of a regular coordinate system, one has

1 − 10−5 <
d(x, y)

dcoord(x, y)
< 1 + 10−5

where d is the distance in M and dcoord is the distance between the
corresponding points in R3.

For convenience, we rescale the metric so that r0 = 100. That is, we
assume that every ball of radius 100 is covered by a regular coordinate
system. This choice of the scale is used throughout the paper.

We refer to C1 curves tangent to Es as stable curves or stable leaves,
and use similar terminology for the center and unstable distributions.

The following proposition is a generalization of [BBI, Proposition
3.4]. The difference with [BBI] is that we start from any curve tangent
to Ecs and transverse to Es rather than from a segment of a central
curve; we also use a more general definition of partial hyperbolicity,
with point-wise inequalities on expansion and contraction rates rather
than uniform ones. Hence the proof is based on a slightly different idea.

Proposition 3.1. Let I ⊂ R be an open interval and σ : I → M
be a C1 curve tangent to Ecs and transverse to Es. Let Φt, t ∈ R,
denote the flow generated by Es. Then the map S : I × R defined
by S(τ, t) = Φt(σ(τ)) is a C0 parameterization of a C1 immersed 2-
dimensional submanifold of M tangent to Ecs.

Proof. Passing to a power of f if necessary, we may assume that γ1(x) ≥
10λ(x) and µ(x) ≥ 10γ2(x) for all x ∈ M where λ, µ, γ1, γ2 are from
the definition of partial hyperbolicity. Then there is a δ0 > 0 such
that γ1(x) ≥ 5λ(y) and µ(x) ≥ 5γ2(y) for all x, y ∈ M such that
d(x, y) ≤ δ0. For convenience, we rescale the metric so that δ0 ≥ 100.

Let A denote the maximum expansion factor of f (A = maxx∈M µ(x))
and ρ0 = 1/A. By ℓ(γ) we denote the length of a curve γ in M .

Obviously S is continuous and locally injective. It suffices to prove
that every point (τ0, t0) ∈ I ×R has a neighborhood U such that S(U)
is an embedded C1 surface tangent to Ecs. Replacing σ by fnσ for a
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large n, we may assume that |t0| < 1 and the angle between σ̇(τ0) and
Es is less than 10−6. Note that the latter remains true for all images
fnσ, n ≥ 0.

Let n0 be a positive integer satisfying the following: for every unit-
length stable curve γ one has ℓ(fn(γ)) < 10−6ρ0 for all n ≥ n0. Then
choose an ε0 such that, for every set X ⊂ M with diam(X) < 10ε0

and every n ≤ n0, one has diam(fnX) < ρ0/10. Now choose a neigh-
borhood U of (τ0, t0) such that diam(S(U)) < ε0 and t− t0 < ε0 for all
(τ, t) ∈ U .

Lemma 3.2. There exist constants a,B > 0 such that the following
holds. If γc is a central curve starting at a point p1 ∈ S(U), and γu is
an unstable curve connecting the end of γc to a point p2 ∈ S(U), then

ℓ(γu) ≤ B · ℓ(γc)
1+a.

Proof. Let p1 = S(τ1, t1) and p2 = S(τ2, t2) where (τ1, t1) ∈ U and
(τ2, t2) ∈ U . Consider a “pentagon” (a piece-wice C1 smooth closed
curve) composed of γc, γu, an arc of σ, and two stable curves. The sides
of the pentagon (listed in cyclic order) are σ0, s1, γc, γu, s2. The stable
curves s1 and s2 connect p1 to σ(τ1) and p2 to σ(τ2) respectively, and
σ0 is a part of σ between σ(τ2) and σ(τ1). Note that the direction in
which the sides of the pentagon are traversed do not necessarily agree
with the orientations of corresponding leaves.

The assertion of the lemma is trivial if ℓ(γu) = 0. Suppose that
ℓ(γu) > 0 and apply iterations of f to this pentagon until its size
becomes comparable with the regularity radius. More precisely, let n
be the largest positive integer such that ℓ(fnσ0) < 1, ℓ(fnγc) < 1 and
ℓ(fnγu) < 1. Then at least one of these lengths exceeds 1/A = ρ0,
therefore n > n0 by the choice of ε0. Then ℓ(fns1) < 10−6ρ0 and
ℓ(fns2) < 10−6ρ0.

Consider the pentagon with sides fnσ0, fns1, fnγc, fnγu, fns2. In-
troduce regular coordinate system covering this pentagon. In these
coordinates, fnγu is C1-close to a segment of a z-coordinate line, and
fnσ0 and fnγc are C1-close to x-coordinate lines (recall that tangent
vectors of σ0 and hence of fnσ0 are close to Ec). By the choice of
n0, the sides fns1 and fns2 are very short (of lengths not exceeding
10−6ρ0). In addition, the Riemannian structure in these coordinates is
10−6-close to the Euclidean one. It follows that

|ℓ(fnσ0) − ℓ(fnγc)| < 10−5ρ0

and

ℓ(fnγu) < 10−5(ρ0 + ℓ(fnσ0) + ℓ(fnγc)).
8



Since one of the three lengths is greater than ρ0, these inequalities
imply that ℓ(fnγc) > ρ0/2 and ℓ(fnγu) < ℓ(fnγc). The latter implies
that ℓ(γu) < 5−nℓ(γc) since µ(x) ≥ 5γ2(y) for all x ∈ fmγu, y ∈ fmγc,
0 ≤ m ≤ n. Observe that

n ≥ logA

ℓ(fnγc)

ℓ(γn)
≥ logA

ρ0/2

ℓ(γn)
= −a(log ℓ(γc) + b)

for some constants a, b > 0. Then the inequality ℓ(γu) < 5−nℓ(γc) <
e−nℓ(γc) implies that

ℓ(γu) < ea log ℓ(γc)+abℓ(γc) = B · ℓ(γc)
1+a,

where B = eab. �

Now it is easy to finish the proof of the proposition. Fix a compact
set K ⊂ S(U) and choose p, q ∈ K sufficiently close to each other. It
is easy to see that there is a piecewise C1 curve starting at p and then
traversing three (possibly degenerate) arcs γc, γu and γs (exactly in
this order) tangent to Ec, Eu and Es respectively and of lengths not
exceeding 2d(p, q).

In regular coordinates, consider the two-plane E passing through p
and spanned by Es(p) and Ec(p). Since Ec and Es are continuous, the
distance d(q, E) from q to the plane satisfies

d(q, E) ≤ ℓ(γu)+o(ℓ(γc)+ℓ(γu)+ℓ(γs)) = ℓ(γu)+o(d(p, q)), d(p, q) → 0.

Observe that γs is a part of a stable leaf passing through q, hence
γs ⊂ S(U) and therefore the end of γu lies in S(U). Then the lemma
implies that

ℓ(γu) ≤ B · ℓ(γc)
1+a = o(d(p, q)), d(p, q) → 0.

Thus d(q, E) = o(d(q, p)) as d(p, q) → 0.
Now the following easy analytic lemma completes the proof:

Lemma 3.3. Let {E(x)}x∈R3 be a continuous 2-dimensional distribu-
tion in R3. Let U ⊂ R2 be an open region and S : U → R3 an injective
continuous map such that for every compact K ⊂ S(U),

d(q, E(p)) = o(|p − q|), p, q ∈ K, |p − q| → 0.

(Here E(p) is regarded as an affine plane in R3 passing through p).
Then S(U) is a 2-dimensional embedded C1 submanifold of R3 tangent
to the distribution. �

Since S|U is continuous and injective, the lemma implies that S(U)
is a C1 embedded submanifold tangent to Ecs. �
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4. Proof of the Key Lemma I: Constructing a

pre-foliation

We prove Key Lemma 2.1 in two steps. First we construct a pre-
foliation tangent to Ecs (its leaves may merge, but they never intersect
“essentially”; a formal definition is given below). This is done in Sec-
tions 4–6. Then we show that this pre-foliation can be perturbed into
a usual foliation. This argument occupies Section 7.

The rest of the paper is independent of the previous sections. It does
not use any dynamical arguments and thus we “recycle” a very useful
letter f which now does not necessarily denote a diffeomorphism of M .

In the sequel, we utilize only the following topological structure:
M is a closed oriented 3-dimensional smooth manifold equipped with
continuous transverse oriented 1-dimensional distributions Es and Ec

on M , and the following integrability conditions hold:
(1) Es is uniquely integrable and has no closed integral curves;
(2) Every C1 curve γ tangent to the distribution Ecs := Ec ⊕ Es

and transverse to Es lies on a C1 immersed surface tangent to Ecs and
consisting of whole integral curves of Es (cf. Proposition 3.1).

As usual we assume that M is equipped with an auxiliary Riemann-
ian metric. As in Section 3, we assume that the metric is chosen so
that Es and Ec are almost orthogonal and the regularity radius is at
least 100.

Definition 4.1. A surface is a C1 immersion F : U → M where U is
a connected smooth 2-dimensional manifold (possibly with boundary).
The manifold U is called the domain of the surface and is denoted by
dom(F ). We regard U as a Riemannian manifold with a C0 Riemannian
structure induced from M and with the associated length metric.

A surface F : U → M is said to be complete if the induced length
metric on U is complete. A surface is open if it has no boundary.

We say that a point a ∈ U is a lift of a point p ∈ M to F if F (a) = p.
A curve γ̃ : I → U (where I is an interval) is a lift of a curve γ : I → M
if γ = F ◦ γ̃. Of course, a lift of a curve is uniquely determined by a
lift of its starting point. Following traditions of differential geometry,
we often abuse notation and make no distinction between γ and γ̃. We
say that a curve γ lies on F if it admits a lift to F .

A neighborhood of F is an immersion F : U × R → M such that
F(x, 0) = F (x) for all x ∈ U . We say that a curve γ : I → M crosses
F if there is an interval J ⊂ I such that γ|J can be represented as F ◦ γ̃
where F is a neighborhood of F and γ̃ : J → U × R is a curve which
intersects both U × (0, +∞) and U × (−∞, 0).
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We say that surfaces F and G have a topological crossing if there
is a curve which lies on F and crosses G. It is easy to see that this
definition is symmetric with respect to F and G.

A branching foliation in M is a collection of complete open surfaces
tangent to a continuous 2-dimensional distribution such that no two of
the surfaces topologically cross and their images cover M .

The main result of this section is the following

Theorem 4.1. There exists a branching foliation tangent to Ecs and
invariant under any C1 diffeomorphism of M which preserves the ori-
ented distributions Es and Ecs.

The invariance under diffeomorphims is not used in the proof of the
Key Lemma. It is however useful for other applications (see [BBI2]).

Definition 4.2. By a cs-surface we mean a surface F : U → M tangent
to Ecs, consisting of whole stable leaves, and parameterized by a simply
connected domain U .

The second condition means that for every x ∈ U , there is a curve
γ : R → U such that F ◦ γ is a complete integral curve of Es.

The definition implies that the domain U of F is foliated by lifts of
entire stable leaves. We abuse the terminology and use the same term
for both the stable leaves in M and their lifts to U . For brevity, we
call them s-lines. Obviously each boundary component of a cs-surface
is a complete s-line.

Let F : U → M be a cs-surface. A completion of F is the map
F : U → M , where U is the completion of U with respect to the
induced intrinsic metric and F is the natural extension of F .

Lemma 4.3. The completion F : U → M of a cs-surface F : U → M
is also a cs-surface. Furthermore, the set U \ U is contained in the
boundary of U and consists of entire boundary components.

Proof. Let a ∈ U and let V be a small neighborhood of a in U (more
precisely, let V be the ball of radius 10 centered at a with respect to
the completed metric). Observe that the set V ∩ U is connected (this
follows from the fact the metric on U is a length metric). Consider
the surface F1 = F |V ∩U . Introduce regular coordinates (x, y, z) in a
neighborhood of p = F (a) so that p corresponds to the origin of R3.
In these coordinates, F1 projects injectively to the xy-plane, moreover
this projection is C1-close to F1. Hence the image of F1 is the graph
z = h(x, y) of a function h : D → R (which is C1-close to zero) where
D is a region in the xy-plane.
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Since the correspondence between V ∩ U and D is bi-Lipschitz, it
takes completion to closure. More precisely, within a smaller neighbor-
hood (say, of radius 1) of p, the image of F (V ) coincides with the graph
of h : D → R, where D ⊂ R2 is the closure of D in a neighborhood of
the origin, and h is the natural extension of h.

Recall that U consists of complete s-lines. Hence D is foliated by the
projections (to the xy-plane) of intersections of s-lines with V . These
projections are C1 curves whose tangents are almost parallel to the y-
axis and depend continuously on a point of D, and whose endpoints are
uniformly separated from p (by distance at least 5). This, together with
the fact that D is connected, leaves the following three possibilities for
the structure of D near p:

(1) D contains a neighborhood of p in the xy-plane;
(2) the intersection of D with a sufficiently small neighborhood of p

is a half-neighborhood bounded by one of the above mentioned curves;
(3) such an intersection is an open half-neighborhood bounded by a

limit of such curves.
In the first two cases, the completion procedure does not affect a

neighborhood of a. In the third case, the completion adds the limit
curve to D. The resulting domain D is a C1 manifold with boundary.
In the graph of h, the added curve corresponds to an interval of the
s-line passing through p.

Thus U has a natural structure of a C1 manifold with boundary, and
it is obtained from U by adding a number of boundary components.
It follows that U is simply connected. Obviously the extended map
F remains a C1 immersion, and the added boundary components are
mapped to (complete) s-lines. Hence F is a cs-surface. �

We refer to the boundary components of the completion of a cs-
surface F as edges of F . An edge is said to be proper if it is contained
in the surface. The orientation of Ec defines a co-orientation of edges:
an edge has forward co-orientation if Ec points inside the surface and
backward co-orientation otherwise.

Let F : U → M be a cs-surface. Every non-boundary s-line ℓ ⊂ U
divides U into two components, which are further referred to as (open)
half-surfaces. A closed half-surface is a union of ℓ and one of the two
open half-surfaces that it bounds. Since the distribution Ec is oriented
and transverse to s-lines, we can identify the forward half-surface as
the one which Ec points into. For a point x ∈ U , we use the term “the
forward half-surface from x” for the forward half-surface with respect
to the s-line passing through x. We use the same term “half-surface”
for subsets of U and for restrictions of F to these subsets.
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Definition 4.4. A marked surface is a pair (F, a) where F is a surface
and a ∈ dom(F ). The point a is referred to as the marked point.
We will also say that (F, a) is a marking of F . All terms and notation
introduced for surfaces are applicable to marked surfaces; in particular,
we write dom(F, a) = dom(F ).

A forward surface is a marked cs-surface whose marked point belongs
to an edge of forward co-orientation. Similarly, in a backward surface
its marked point belongs to an edge of backward co-orientation. If the
marked point belongs to the interior of the domain, we say that this is
a passing surface.

If A = (F, a) is a passing surface, then the forward half-surface of A
is the closed forward half-surface of F from a, regarded as a marked
cs-surface with the same marked point a.

Definition 4.5. Let A be a collection of cs-surfaces and p ∈ M . We
denote by Ap the set of all markings (F, a) of surfaces F from A such
that F (a) = p. By A+

p , A−
p and A0

p we denote the sets of forward,
backward and passing surfaces from Ap, respectively.

There is a binary relation on Ap, which we call the geometric order,
defined as follows.

Definition 4.6. Introduce local coordinates (x, y, z) in a neighborhood
of p so that the vector field ∂

∂z
is transverse to Ecs and the triple

(Ec, Es, ∂
∂z

) is positively oriented. Then every marked cs-surface A ∈
Ap locally coincides with a graph z = hA(x, y) where hA : DA → R is
a C1 function and DA ⊂ R2 is a neighborhood or a half-neighborhood
of the origin (a half-neighborhood is bounded by the projection of an
s-line to the xy-plane). We say that A is locally above B if there is a
neighborhood U ⊂ R2 of the origin such that hA ≥ hB in U ∩DA∩DB.

Note that if A and B coincide in a neighborhood of p, then A is
locally above B and vice versa. The same is true if A is a forward
surface and B is a backward surface. The geometric order is transitive
on each set A0

p, A
+
p and A−

p but, in general, is not transitive on Ap.
We say that A is strictly locally above B if A is locally above B and

B is not locally above A. Equivalently, A is strictly locally above B if
hA ≥ hB in a neighborhood of the origin and hA(xi, yi) > hB(xi, yi) for
a sequence {(xi, yi)} converging to the origin.

We denote by A∗ the set of all markings of all surfaces from A.
Equivalently, A∗ =

⋃
p∈M Ap. One can identify A∗ with a disjoint

union of the domains of surfaces from A. Then A∗ carries a natural
topology and a differential structure. There is a natural “projection”
π : A∗ → M given by π(F, a) = F (a).

13



Definition 4.7. By a patch we mean a cs-surface whose edges are sep-
arated from each other by intrinsic distance at least 1. (The constant
1 here is 1/100 of the regularity radius of the distributions, recall the
standing convention made in the previous section.)

Definition 4.8. A pre-foliation A is a collection of patches equipped
with a partial order “>” on A∗ such that the following axioms are
satisfied:

0. A ∈ Ap and B ∈ Aq are comparable if and only if p = q.
1. The order agrees with the geometric order in the following sense:

if A > B, then A is locally above B.
2. The order does not change if one moves p along the intersection of

the surfaces, more precisely, the following holds. Let γ : [0, 1] → M be
a C1 curve tangent to Ecs which is either tangent to Es or transverse to
Es, and let γ1, γ2 be lifts of γ to surfaces F,G ∈ A. Then (F, γ1(0)) >
(G, γ2(0)) if and only if (F, γ1(1)) > (F, γ2(1)).

3. For every C1-diffeomorphism f : M → M preserving the oriented
distributions Es and Ecs, the structure is f -invariant in the following
sense: there is an order-preserving diffeomorphism f∗ : A∗ → A∗ send-
ing Ap to Af(p) for every p ∈ M . The map f∗ is referred to as an action
of f on A.

Axiom 0 implies that for every p ∈ M the restriction of the order to
Ap is a total order. We denote this restriction by >p.

Axioms 1 and 2 imply that there are no topological crossings between
patches from A. Indeed, suppose that surfaces F,G ∈ A topologically
cross. Then there exists a continuous curve γ : [0, 1] → M admit-
ting lifts γ1 to F and γ2 to G such that (F, γ1(0)) is locally strictly
above (G, γ2(0) but (F, γ1(1)) is locally strictly below (G, γ2(1)). Then
(F, γ1(0)) > (G, γ2(0) and (F, γ1(1)) < (G, γ2(1)) by Axiom 1. One
can approximate γ1 by a piecewise C1 curve γ̃1 with the same end-
points in dom(F ), intersecting the same set of s-lines and consisting of
C1 segments each of which is either tangent to Es or transverse to Es.
Since the surfaces consist of whole s-lines and Es is uniquely integrable,
the curve F ◦ γ̃1 admits a lift γ̃2 to G with the same endpoints as γ2.
Applying Axiom 2 to the segments of these curves yields that the or-
der between (F, γ1(0)) and (G, γ2(0) is the same as the order between
(F, γ1(1)) and (G, γ2(1)), a contradiction.

Definition 4.9. Let A and B be pre-foliations. We say that B is
an extension of A if B is obtained from A by enlarging some patches
and/or adding some new ones. More precisely, B extends A if there is
a map i : A∗ → B∗ which preserves the orders, sends Ap to Bp for all

14



p ∈ M , and commutes with actions of diffeomorphisms (cf. Axiom 3 of
Definition 4.8). Such a map i is referred to as an inclusion map.

We say that B contains A if B is obtained from A by adding new
patches, more precisely, if A∗ ⊂ B∗ and the natural map i : A∗ → B∗

satisfies the above requirements.

Our plan is to begin with the empty pre-foliation, and then to extend
it step-by-step using the propositions below. (For example, the first
step is to build a pre-foliation covering M using the first assertion of
Proposition 4.13). Then a direct limit of these step-by-step extensions
yields a pre-foliation consisting of complete open surfaces.

The first construction allows us to make larger patches by pasting
together adjacent ones.

Definition 4.10. Let A be a pre-foliation and p ∈ M . We say that
B ∈ A+

p is the upper neighbor of A ∈ A−
p if B >p A and for every

C ∈ Ap \ {A,B} one has A >p C iff B >p C.

Of course, a marked patch may have no upper neighbor. The next
proposition allows us to extend a pre-foliation by pasting backward
patches to copies of their upper neigbors if the latter existed.

Proposition 4.11. For every pre-foliation A there is an extension B
of A (with an inclusion map i : A∗ → B∗) such that the following holds:

For every p ∈ M , A ∈ A−
p and B ∈ A+

p , if B is the upper neighbor
of A and B has only one proper edge, then the marked patch i(A) ∈ Bp

is a passing one and its forward half-surface is (a copy of) B.

The second proposition allows us to include edges in patches.

Proposition 4.12. For every pre-foliation A there exists an extension
B of A such that all patches from B are complete (that is, have no
non-proper edges).

The most difficult construction is the one that allows us to add a
new patch neighboring a given one (or just creating a patch if there is
nothing to extend). We do this simultaneously and in a canonical way
at all points p ∈ M and for all patches “ending at p”.

Proposition 4.13. Let A be a pre-foliation. Then there is a pre-
foliation B containing A and such that:

1. For every p ∈ M , there is a forward patch B ∈ B+
p .

2. For every p ∈ M and A ∈ A−
p , there is a forward patch B ∈ B+

p

which is the upper neighbor of A in B and has only one proper edge.

By reversing the orientation of Ec one shows that Propositions 4.11
and 4.13 hold for “backward” extensions as well (that is, with “+” and
“−” interchanged).
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The proofs of the propositions will follow, but first let us derive a
proof of the theorem from the propositions.

Proof of Theorem 4.1. We construct a sequence {Ak} of pre-foliations
as follows. First apply Proposition 4.13 to A = ∅ and denote the
resulting pre-foliation B by A1. For k = 2, 3, . . . , a pre-foliation Ak is
an extension of Ak−1 obtained by applying Propositions 4.12, 4.13 and
4.11 in a row. If k is odd, we apply these propositions as stated. If k is
even, we apply the propositions with “+” and “−” interchanged (that
is, we alternate forward and backward extensions).

This yields a sequence {Ak} of pre-foliations along with inclusion
maps i : Ak → Ak+1. Let A be the direct limit of these pre-foliations.
Fix a p ∈ M . We are going to prove that A contains a complete open
surface passing through p.

By construction, the first pre-foliation A1 contains a marked patch
A1 ∈ A1+

p . Let Ak be the corresponding marked patch in Ak, that is

Ak+1 = i(Ak) where i : Ak
∗ → Ak+1

∗ is the inclusion map.
The construction of A2 from A1 involves three steps. First, Proposi-

tion 4.12 adds all edges to the patches from A1. Let us keep the same
notation A1 for the resulting pre-foliation and A1 for the corresponding
marked patch in it. Second, Proposition 4.13 adds new patches so that
the resulting pre-foliation B contains a marked patch B ∈ B−

p which is

the upper neighbor of A1 with only one proper edge. Finally, Propo-
sition 4.11 pastes B (and upper neighbors of other markings of A1)
to A1; the resulting surface is A2. Since the distances between edges of
a patch is bounded below by 1, the intrinsic distance from the marked
point of A2 to the union of edges of A2 is at least 1.

A similar argument and induction in k yield that for every k ≥ 1, the
intrinsic distance from the marked point of A2k to the union of edges of
A2k is at least k. Indeed, the construction of A2k+1 from A2k extends
the patch by a distance at least 1 beyond every edge of backward co-
orientation, and the construction of A2k+2 does the same for edges of
forward co-orientation. Therefore the resulting marked patch in A is a
complete open surface passing through p.

Since p is arbitrary, it follows that complete open surfaces from A
cover the manifold. Then the desired branching foliation can be defined
as the set of all complete open surfaces from A. �

Now we proceed with proofs of propositions.

Proof of Proposition 4.11. Consider a doubling A ∪ A′ of A where A′

is a disjoint copy of A. We refer to patches from A′ as secondary copies
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of corresponding patches from A, and the patches from A are referred
to as primary copies.

We define an order on A ∪ A′ as follows. If marked patches A,B ∈
(A ∪ A′)∗ are not copies of the same marked patch from A, the order
is inherited from A. If A is a primary copy and B is a secondary copy
of the same marked patch, we set A > B. Clearly the doubling with
this order is a pre-foliation containing A.

We construct the desired pre-foliation B as a quotient of A ∪ A′.
Here by taking a quotient we mean pasting together some pairs of
neighboring patches from A ∪A′. Formally, the quotient is defined as
follows. Consider all patches F ∈ A satisfying the following conditions:

(a) F has exactly one proper edge ℓ, and this edge has forward co-
orientation;

(b) for a point x ∈ ℓ, the marked patch (F, x) is the upper neighbor
of some marked patch (G, y) ∈ A−

F (x).

For every such F , we attach the secondary copy of F to the primary
copy of the corresponding patch G by identifying their respective edges
to obtain a passing patch. Observe that every edge is involved in
at most one identification (since a marked patch may have no more
than one upper neighbor), hence the construction yields a collection of
surfaces. We denote this collection by B. A primary copy of a patch
may have many secondary copies attached to it, but each secondary
copy is attached to at most one primary one (since the former has
only one proper edge). It follows that the surfaces from B have simply
connected domains, hence they are patches.

We define an order on B∗ so that the quotient map (A ∪A′)∗ → B∗

(sending every patch to itself or to a patch resulted from a gluing involv-
ing this patch) is order-preserving. The correctness of this definition
follows from the fact that the merged pairs of surfaces were neighbors
with respect to the order on (A∪A′)∗. It is easy to check that B with
this order is a pre-foliation extending A. �

Proof of Proposition 4.12. To simplify the construction, we perform
the completion of patches in two steps: first we add all non-proper
edges with forward co-orientation and define the order on the resulting
set of marked patches, then we use the same construction to add the
edges with backward co-orientation.

Let B be the set of patches obtained by adding all non-proper edges
of forward co-orientation to the patches from A. Let i : A∗ → B∗ be the
natural inclusion map. Let us define the order on B∗. Let A,B ∈ Bp,
p ∈ M , A 6= B. If A,B ∈ i(Ap), that is, the marked points of A and
B do not belong to added edges, we derive the order from that of A.
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Namely A and B compare the same way as their ansestors in A did.
This defines a total order on the subset i(Ap) of Bp.

If the marked point of A belongs to an added edge and B is a forward
or passing patch, consider two cases.

Case 1. One of A and B is locally strictly above the other. Then we
derive the order between A and B from the geometric order.

Case 2. A coincides with B in a forward-half neighborhood of the
marked point. Let A = (F, x) and B = (G, y). Choose interior points
x′ near x in dom(F ) and y′ near y in dom(G) such that F (x′) = G(y′)
and define A > B iff (F, x′) > (G, y′). Note that the order between
(F, x′) and (G, y′) is already defined since x′ and y′ are interior points.

It is easy to check that the order defined so far is a union of a total
order on i(Ap) and a total order on the set B0

p ∪B+
p . These two orders

agree on the intersection i(Ap) ∩ (B0
p ∪ B+

p ) = i(A0
p ∪ A+

p ). We merge
these two orders using a pure set-theoretic construction. Namely, if
A ∈ Bp \ i(Ap) and B ∈ B−

p , define A > B if and only if there exists

a C ∈ i(A0
p ∪ A+

p ) such that A > C and C > B (with respect to the
already defined order), and set B > A othewise.

Thus we have defined a total order on every set Bp, p ∈ M . Verifying
the axioms from Definition 4.8 is straightforward. �

A proof of Proposition 4.13 occupies sections 5 and 6.

5. A two-dimensional problem

We begin with a discussion of a two-dimensional analog of the Key
Lemma. The purpose of this section is twofold. First, it is supposed to
motivate the reader and facilitate understanding the sequel. Since the
whole solution of this two-dimensional problem is not used later in the
paper, we are not aiming at giving a complete and precise argument and
leave many details to the reader. The main objective of this section
is however to prove technical lemmas summarized in Subsection 5.2,
which are quite important ingredient of the proof of the Key Lemma.

There is essentially no difference between the 2-D and 3-D local prob-
lems, that is when we want to construct a pre-foliation in one coordi-
nate neighborhood. It turns out however that in two dimensions there
is essentially no difference between local and global versions, whereas in
3-D passing from local to global requires quite a bit of work. Therefore
we want to prepare local tools first, and we begin with the following
model two-dimensional local problem.

Let E be a continuous (not uniquely integrable) 1-dimensional dis-
tribution in the standard xy-plane R2. Since we consider a model local
problem we assume that the angle between E and the y-lines is bounded
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away from zero. Denote k(x, y) = v2(x,y)
v1(x,y)

, where v = (v1(x, y), v2(x, y))

is a nonzero vector tangent to E at (x, y). Then every complete integral
curve of E is the graph y = f(x) of a C1 function f : R → R satisfying
the equation f ′(x) = k(x, f(x)). As the simplest model statement, we
want to cover R2 by integral curves that have no topological crossings.
In this context, the graphs of functions f and g have a topological
crossing if f(x1) < g(x1) and f(x2) > g(x2) for some x1, x2 ∈ R.

Fix a point p = (x0, y0) ∈ R2. Define the function f+ : [x0, +∞) as
the supremum of all C1 functions f : [x0, +∞) such that f(x0) = y0

and f ′(x) < k(x, f(x)) for all x > x0. One can easily show that f+

is a solution of the equation, moreover, this is the pointwise-minimum
solution satisfying f(x0) = y0. We refer to f+ as the lowest forward
integral curve from p.

In the next subsection we will need the following trivial lemma.

Lemma 5.1. Let {yn} be a non-decreasing sequence in R converging to
y ∈ R. Let f and fn be the lowest forward integral curves from (x0, y)
and (x0, yn), respectively. Then for every x ≥ x0, the sequence {fn(x)}
is non-decreasing and it converges to f(x). �

Observe that, if f : [x0, +∞) is a lowest forward integral curve and
x > x0, then f |[x,+∞) is the lowest forward integral curve from (x, f(x)).
In particular, f |[x,+∞) is uniquely determined by x and f(x). It follows
that lowest forward integral curves have no topological crossings. In-
deed, if f1 and f2 are lowest forward integral curves and f1(x1) < f2(x1),
f1(x2) > f2(x2) for some x1, x2 ∈ dom(f1) ∩ dom(f2), x1 < x2, then
by continuity there is an x ∈ [x1, x2] such that f1(x) = f2(x), then
f1|[x,+∞) ≡ f2|[x,+∞), hence f1(x2) = f2(x2), a contradiction.

Similarly, one can define f− : (−∞, x0] as the infimum of all functions
f : (−∞, x0] → R such that f(x0) = y0 and f ′(x) < k(x, f(x)) for
all x < x0. (Then f− is the maximum backward solution.) We say
that the union of f+ and f− is a canonical integral curve through p.
An interested reader can check that canonical integral curves have no
topological crossings and hence form a pre-foliation of the plane by
complete integral curves. We do not use this statement and leave the
details to the reader.

Furthermore, every two-dimensional oriented closed manifold with
a non-vanishing vector field admits a pre-foliation by integral curves
of the vector field. Indeed, the manifold can be covered by a finite
collection of “small” coordinate neighborhoods such that in each of
them the vector field is almost parallel to the x-axis and the notion of
lying above or below agrees in all coordinate neighborhoods. Then one
can run the construction described above.
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5.1. Extending a pre-foliation of a plane. Now we consider a more
delicate two-dimensional problem. Suppose that there is a prescribed
pre-foliation A of the plane. A pre-foliation of the plane is a family A
of solutions of our equation, each defined on an interval of R, equipped
with the following additional structure (of orders). For p = (x, y) ∈ R2

denote by Ap the set {f ∈ A : x ∈ dom(f), f(x) = y}. For every
p ∈ R2 there is a total order ≤p on Ap such that

1. If f ≤p g, then f(t) ≤ g(t) for all t ∈ dom(f) ∩ dom(g).
2. If f, g ∈ A and f |I ≡ g|I for some interval I ⊂ R, then f ≤(x,f(x)) g

iff f ≤(x′,f(x′)) for all x, x′ ∈ I.
It is easy to see that these requirements imply the following: if f ≤p g

for some p, then f ≤q g for every common point q of the graphs of f
and g. The existence of such a family of orders implies that the elements
of A have no topological crossings.

Given a pre-foliation A and a point p = (x0, y0), we want to construct
a forward solution f : [x0, +∞) → R with f(x0) = y0 so that f can be
included in the pre-foliation A. Furthermore, assume that the set Ap

is split into subsets Σ and Ap \ Σ so that Σ <p Ap \ Σ. We want f to
separate Σ from Ap \ Σ in the extended pre-foliation.

If the functions from A were defined on the whole R, one could just
take the supremum of all functions from Σ. If A is empty, we could use
the lowest forward curve as in the previous subsection. With functions
defined on intervals (whose lengths are not necessarily bounded away
from zero) the construction is more complicated. Loosely speaking, the
new function tries to follow the uppermost curve from Σ until it ends;
then it switches to the uppermost of the lower curves if any is available
at this point; if none is available, it continues as the lowest forward
curve until it again meets a curve from A that it could follow and so
on. Whereas this description can be easily formalized if A is finite, to
handle the general case we construct a desired function as a supremum
of descending curves, defined as follows.

Definition 5.2. A descending curve is a C1 function f : [x0, +∞) →
R satisfying our equation and equipped with the following structure.
There is a partition x0 ≤ x1 ≤ · · · ≤ xn of [x0, +∞) into segments
Ik = [xk, xk+1], k = 0, 1, . . . , n − 1, and a ray In = [xn, +∞) and a
sequence f0, f1, . . . , fn ∈ A ∪ {∅}. We refer to the intervals Ik as f -
segments and to fk as the f -label of Ik. If fk = ∅, the corresponding
f -segment Ik is said to be unlabeled. Furthermore, we require that the
following conditions are satisfied:

1. If fk 6= ∅, then Ik ⊂ dom(fk) and f |Ik
= fk|Ik

.
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2. If Ik is unlabeled, then Ik has nonzero length and f |Ik
is (a

restriction of) the lowest forward integral curve from (xk, f(xk)). The
ray In is unlabeled.

3. For k ≥ 1, if a segment Ik−1 is unlabeled and Ik is labelled by
a function fk ∈ A, then the set I = [xk−1, xk) ∩ dom(fk) is nonempty
and f(x) > fk(x) for all x ∈ I.

4. For k ≥ 1, if Ik−1 and Ik are labelled by functions fk−1, fk ∈ A,
then fk−1 ≥xk

fk.
We say that a point x ∈ [x0, +∞) is f -labelled by g ∈ A∪{∅} if g is

an f -label of a segment Ik containing x. (A point x ∈ {x1, x2, . . . , xn}
may have more than one f -label.) We say that a point is f -unlabeled
if it is labelled only by ∅.

Definition 5.3. Let (X,<) be a totally ordered set. We say that a
subset Σ ⊂ X is a section of (X,<) if for all g, h ∈ Σ, if g ∈ Σ and
h ≤p g, then h ∈ Σ.

Let p = (x0, y0) ∈ R2, and let Σ ⊂ Ap be a section of the ordered set
(Ap, <p).

Definition 5.4. We say that a descending curve f : [x0, +∞) starts
from (p, Σ) if the following additional conditions are satisfied:

5. f(x0) ≤ y0.
6. If f(x0) = y0 and the first segment I0 is labelled by a function

f0 ∈ A, then f0 ∈ Σ.

The set of descending curves starting from (p, Σ) is nonempty since
it contains the lowest forward integral curve from p. We define f+ to
be the supremum of all descending curves starting from (p, Σ) and refer
to f+ as the upper envelope of (p, Σ). Obviously f+(x0) = y0. Since
all descending curves are integral curves of v, so is f+. As a matter
of fact, f+ actually solves the problem formulated at the beginning of
this subsection; however, to make this solution more useful in the 3-
D case, we equip the upper envelope f+ with the following additional
structure. For every point q = (x, f+(x)) in the graph of f+, define
the set Σ(x) ⊂ Aq as follows: g ∈ Σ(x) iff there is a descending curve
h starting from (p, Σ) and such that h(x) = f+(x) and x is h-labelled
by g. We refer to the set Σ(x) as the shadow of (p, Σ) at x.

Observe that Σ(x0) = Σ. Indeed, for every g ∈ Σ take h to be
the lowest integral curve from p partitioned into a zero-length segment
[x0, x0] and a ray [x0, +∞) labelled by g and ∅ respectively.

Furthermore, for every x > x0, the set Σ(x) is a section of the ordered
set (Aq,≤q), that is, if g ∈ Σ(x), f ∈ Aq and f ≤q g, then f ∈ Σ(x). To
prove this, choose a descending curve h such that x is labelled by g, add
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a zero-length segment [x, x] labelled by f into the partition, and replace
h|[x,+∞) by the lowest forward solution. This yields a descending curve
for which x is labelled by f , hence f ∈ Σ(x).

Lemma 5.5. For every x ∈ [x0, +∞), the restriction f+|[x,+∞) of f+

to [x, +∞) coincides with the upper envelope of (q, Σ(x)) where q =
(x, f+(x)).

Moreover for every t > x, the shadow of (q, Σ(x)) at t coincides with
Σ(t).

Proof. The case x = x0 is trivial (recall that Σ(x0) = Σ), so we assume
that x > x0. Let g+ be the upper envelope of (q, Σ(x)) and Σ1(t) the
shadow of (q, Σ(x)) at t ≥ x.

Fix t ≥ x. We need to prove that g+(t) = f+(t) and Σ1(t) = Σ(t).
This is trivial if t = x, so we assume that t > x. The proof is divided
into two steps.

Step 1. Show that g+(t) ≥ f+(t), and if g+(t) = f+(t), then Σ(t) ⊂
Σ1(t).

Indeed, for a descending curve f starting from (p, Σ), consider the
restriction g = f |[x,+∞) equipped with partitioning and labelling re-
stricted from f . The “restriction of partitioning and labelling” is de-
fined as follows: [x, +∞) is partitioned into all nonempty intersections
Ik ∩ [x, +∞), where {Ik} are f -segments, labelled by the respective f -
labels of Ik, with one exception: if an unlabeled segment [x, x] appears
as an intersection, it should be removed. It is easy to see that g is a
descending curve starting from (q, Σ(x)).

Thus for every descending curve f from (p, Σ) there exists a descend-
ing curve g from (q, Σ(x)) with the same set of labels at t. The desired
statement follows.

Step 2. Show that f+(t) ≥ g+(t), and if f+(t) = g+(t), then Σ1(t) ⊂
Σ(t).

It suffices to prove the following statement: for every descending
curve g starting from (q, Σ(x)) and every ε > 0 there exists a descending
curve f starting from (p, Σ) such that at least one of the following holds:

(A) f(t) > g(t);
(B) f(t) = g(t) and every g-label at t is also an f -label at t;
(C) t is g-unlabelled and f(t) > g(t) − ε.

Let g0 be the g-label of the first g-segment. Consider 3 cases.
Case 1: g(x) < f+(x). Choose a descending curve f starting from

(p, Σ) such that f(x) > g(x). Then change f on [x, +∞) so that
f |[x,+∞) is the (unlabelled) lowest forward integral curves from (x, f(x)).
If f > g on (x, +∞), we are done. Otherwise let x′ be the first point
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in (x, +∞) such that f(x′) = g(x′). Change f after this point to make
it follow g on [x′, +∞). The partitioning and labelling of the new f on
[x′, +∞) is defined as the restriction of those of g. Then the new f is
a descending curve satisfying Condition (A) if t < x′ and (B) if t ≥ x′.

Case 2: g(x) = f+(x) and g0 6= ∅. Then g0 ∈ Σ(x). This means
that there exists a descending curve f starting from (p, Σ) such that x
is f -labelled by g0. Change f on [x, +∞) to make it coincide with g
and equip it with the same partitioning and labelling on [x, +∞). The
resulting function satisfies Condition (B) above.

Case 3: g(x) = f+(x) and g0 = ∅. Then g begins with a low-
est forward segment [x, x′], possibly followed by a segment [x′, x′′] la-
belled by a function g1 ∈ A. Furthermore dom(g1) contains an in-
terval [x′ − δ, x′] and g > g1 on this interval. We may assume that
ε < g(x′ − δ) − g1(x

′ − δ). Then a desired f can be constructed as
follows. Choose a descending curve f starting from (p, Σ) so that f(x)
is sufficiently close to f+(x) = g(x). Then change f on [x, +∞) so that
it continues as the lowest forward curve from (x, f(x)) until it hits the
graph of g1, then it coincides with (and is labelled by) a segment of
g1 until x′, and afterwards it coincides with g (and is partitioned and
labelled the same way as g). Lemma 5.1 guarantees that the construc-
tion works, namely if f(x) is sufficiently close to f+(x), then the lowest
forward integral curve from (x, f(x)) is ε-close to g (and bounded above
by g) on [x, x′]. Hence f(x′ − δ) > g1(x

′ − δ) and therefore f indeed
hits the graph of g1.

The resulting curve f satisfies (C) if t < x′ and (B) if t ≥ x′. �

Now we are going to prove that f+ can be included in the pre-
foliation, that is, it fits in the orders. For a point q = (x, f+(x)), define
a total order >̃q on Aq ∪ {f+} extending >q as follows: for g ∈ Aq, set
f+>̃qg if g ∈ Σ(x) and g>̃qf+ otherwise. This extension is indeed a
total order since Σ(x) is a section of the ordered set (Aq, >q).

For g, h ∈ Aq ∪{f+} we say that g majorizes h at x if one of the two
conditions holds:

1. g(x) > h(x), or
2. g(x) = h(x) and g>̃(x,g(x))h.

Lemma 5.6. The family of total orders {>̃q}q∈R2 defined above satisfies
the compatibility condition, namely if g, h ∈ Aq ∪{f+} and h majorizes
g at some point x, then the same holds for all x′ in the intersection of
the domains of g and h.

Proof. Since the original orders >q are compatible, it suffices to verify
the assertion only in the case when g = f+ or h = f+.
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Suppose that x < x′ (otherwise interchange x and x′). By Lemma
5.5 we may assume that x is the base point x0 of f+ (otherwise consider
the restriction f+|[x,+∞) instead of f+).

Case 1: h = f+. In this case, the assumption about g and h means
that g(x) < y0 or g ∈ Σ. Consider a descending curve f defined as
follows: f coincides with g and is labelled by g on [x0, x

′], then it con-
tinues as the (unlabeled) lowest forward integral curve from (x′, g(x′)).
Then f is a descending curve from (p, Σ). Hence f+(x′) ≥ f(x′) = g(x′)
and g ∈ Σ(x′) if f+(x) = f(x′). This means that f+ majorizes g at x′.

Case 2: g = f+. In this case, the assumption about g and h means
that either h(x0) > y0 or h ∈ Ap \ Σ. We have to prove that f+(x′) ≤
h(x′) and h /∈ Σ(x′). This is equivalent to the following: if f is a
descending curve starting from (p, Σ), then f(x′) ≤ h(x′) and x′ is not
f -labelled by h.

Let x0 ≤ · · · ≤ xn be the partitioning associated to f . Let I0, . . . , In

be the corresponding f -segments and f0, . . . , fn the f -labels.

Claim. For every k ≤ n and t ∈ Ik ∩ dom(h) one has f(t) ≤ h(t) and
moreover fk <(t,f(t)) h if f(t) = h(t) and fk 6= ∅.

Proof of the Claim. The assertion is trivial for k = 0 and t = 0. We
use induction with the following induction step: if the assertion is true
for t = xk, then it is true for all t ∈ Ik and (k + 1, xk+1) in place of
(k, t). Consider the following two cases.

Case A: fk 6= ∅. The compatibility of orders implies that the as-
sertion is true for (k, t) for all t ∈ Ik. Substituting t = xk+1 yields
the following: if xk+1 ∈ dom(h) and f(xk+1) = h(xk+1), then fk <q h
where q = (xk+1, f(xk+1)). Then the 4th requirement of the definition
of a descending curve implies that fk+1 ≤q fk <q h if fk+1 6= ∅. This
finishes the induction step in this case.

Case B: fk = ∅. Then f |Ik
is a lowest forward integral curve, hence

the inequality f(xk) ≤ h(xk) implies that f ≤ h on Ik ∩ dom(h), so
the assertion is true for all t ∈ Ik. In particular, f(xk+1) ≤ h(xk+1) if
xk+1 ∈ dom(h). Suppose that f(xk+1) = h(xk+1) and fk+1 6= ∅. Then,
by the 3rd requirement of the definition of a descending curve, fk+1 <
f ≤ h on an interval of the form (xk+1 − δ, xk+1). Hence fk+1 <q h
where q = (xk+1, f(xk+1)). This finishes the induction step. �

Substituting t = x′ and an appropriate k into the Claim finishes the
proof. �

The next lemma shows that one can define a non-strict order between
different upper envelopes so that it agrees with the geometric order.
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Let f+ and g+ be upper envelopes of (p, Σ1) and (q, Σ2) where p, q ∈
R2, Σ1 is a section of Ap, Σ2 is a section of Aq, x ∈ dom(f+)∩dom(g+).
We say that f+ non-strictly majorizes g+ at x if f+(x) ≥ g+(x) and
Σ2(x) ⊂ Σ1(x) in the equality case. We say that f+ strictly majorizes
g+ at x if f+(x) ≥ g+(x) and Σ2(x) is a proper subset of Σ1(x) in the
equality case.

Lemma 5.7. Let f+ and g+ be as above. Then
1. If f+ non-strictly majorizes g+ at x, then f+ non-strictly ma-

jorizes g+ at every point x′ > x in dom(f+) ∩ dom(g+).
2. If f+ strictly majorizes g+ at x, then f+ non-strictly majorizes g+

at every point x ∈ dom(f+) ∩ dom(g+).

Proof. 1. By Lemma 5.5, we may assume that p = (x, f+(x)), q =
(x, g+(x)), Σ1 = Σ1(x), Σ2 = Σ2(x). Then the definitions imply that
every descending curve starting from (p, Σ1) is also a descending curve
starting from (q, Σ2). Now the lemma follows from the definition of the
upper envelope applied to f+ and g+ and the definition of the shadow
applied to Σ1(x

′) and Σ2(x
′).

2. The first part of the lemma covers the case x′ > x, so we assume
that x′ < x. Suppose that the assertion is false, then g+ strictly ma-
jorizes f+ at x′. Then by the first part, g+ non-strictly majorizes f+ at
x, a contradiction. �

Lemma 5.7 implies that f+ and g+ are topologically non-crossing.
An interested reader can construct a function f− : (−∞, x0] → R by
switching ”up” and ”down” and reversing the time, and then form a
canonical integral curve by taking the union of f+ and f−. Then the
reader can verify that such canonical curves indeed form a pre-foliation
without topological crossings with functions from A. Since we do not
rely on this statement in the sequel, we omit the proof.

5.2. Pre-foliations of 2-manifolds. Our constructions in the previ-
ous subsection were local and used a certain choice of coordinates. It is
easy to see however that they produced canonical objects and therefore
can be applied to any manifold. Indeed, consider a one-dimensional an
oriented one-dimensional C0 distribution E on a 2-dimensional oriented
C1 manifold N , and a pre-foliation A tangent to E. (We do not assume
that N is compact: actually, we only need a case when N is an open
disc.)

That is, A is a family of C1 curves tangent to E equipped with
an additional structure of orders as follows. For every p ∈ N , let Ap

denote the set of pairs (γ, t) such that γ is a curve from A, t ∈ dom(γ)
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and γ(t) = p. The set Ap is equipped with a linear order >p satisfying
1-dimensional analogues of axioms 1 and 2 of Definition 4.8:

1. If (γ, t) >p (γ′, t′), then γ is locally (non-strictly) above γ′ near
p. The notion of being “locally above” is defined with respect to any
local coordinate system (x, y) such that the coordinate vector field ∂

∂y

is transverse to E and the pair (E, ∂
∂y

) is positively oriented.

2. If two curves γ and γ′ from A have a common segment, then the
order between γ and γ′ at every point of the segment is the same.

Let p ∈ N and Σ be a section of the ordered set Ap = (Ap, >p),
that is, a >p b for all a ∈ Ap \ Σ and b ∈ Σ. Introducing suitable local
coordinates near p, one constructs a (local) upper enveloping curve
γ+ : [0, 1) → N as in section 5.1. This curve is equipped with an
additional structure of “shadows”, namely for every t ∈ [0, 1) there
is a section Σ(t) of the ordered set Aγ(t). By Lemma 5.5, the same
construction applied to a point γ(t) and a section Σ(t), yields the same
curve (more precisely, its restriction to [t, 1)).

It is easy to see that a local upper enveloping curve does not depend
on the choice of coordinates, more precisely, for every two such curves
one is an initial segment of the other (and the associated sets Σ(t)
agree). Now if γ(t) has an accumulation point q as t → 1, we can extend
γ beyond 1 applying the same construction to local coordinates near
q, a point p′ = γ(1− ε) and a section Σ′ = Σ(1− ε) for a small enough
ε. This argument shows that there is a maximum upper envelope that
leaves every compact set as t approaches 1.

It is clear that the assertions of Lemmas 5.5, 5.6, 5.7 hold for upper
envelopes constructed on manifolds. In the sequel we use the terms
“upper envelope” and “shadows” and Lemmas 5.5, 5.6, 5.7 in this set-
up as well as in their local versions. We do not need any details of the
above constructions anymore: all we need are these properties of upper
envelopes and shadows.

6. Proof of Proposition 4.13

6.1. Upper enveloping surfaces. In this subsection we define an up-
per enveloping surface which is a straightforward analog of the above
two-dimensional construction. Since the stable distribution is uniquely
integrable, as long as one wants to construct an enveloping surface
within one coordinate neighborhood, one could simply take a surface
transverse to Es, solve a two-dimensional problem there as above, and
extend the solution along the stable leaves. This yields a cs-surface
whose width is not necessarily uniformly bounded from below. Ap-
plying the same construction one can extend this surface beyond one
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of its edges. One can keep repeating this construction and eventually
construct a cs-surface containing an entire central curve. The main dif-
ficulty however is that this surface may not be complete. Even worse,
the orientation of its boundary components may form an obstruction
to applying the same construction any further, see Figure 1 on page 33.
We will need a new gadget to handle this difficulty, however our nearest
goal is to go by the above upper envelope construction as far as possible
and obtain a (possibly non-complete) cs-surface with a uniform bound
for distances between edges.

Since we cannot construct a complete open surface in one step, we
have to take into account all surfaces constructed at the previous steps.
This is the reason why in the previous section we discussed the “more
delicate” problem with a collection of prescribed solutions.

The key part of the argument is a construction of the forward enve-
lope. The input data is a pre-foliation A, a point p ∈ M and a subset
Σ0 ⊂ Ap. This subset is a section of the ordered set (Ap,≤p), that is,
if A ∈ Σ0 and B ≤p A, then B ∈ Σ0. The output is a forward patch S
(denoted by sup(p, Σ0) and referred to as the upper envelope of (p, Σ0))
which can be added to A+

p .
To prove Proposition 4.13, we apply this construction to all points

p in M . If A−
p = ∅, we apply the construction to Σ0 = ∅; otherwise,

we apply it to Σ0 = {C ∈ Ap : C ≤p A} for each A ∈ A−
p . Then, of

course, we have to extend the order to all new patches added to A.
We first define a new order on newly constructed forward envelopes.
Then, at the very end of the proof of Proposition 4.13, we define an
order between new patches and patches from A and verify that every
element from A−

p has an upper neighbor.

The formal definitions follow. By a transverse disc we mean a C1

embedded 2-dimensional disc σ ⊂ M transverse to Es. The orientation
of Es canonically defines an orientation of σ. Denote by Ecs ∩ σ the
oriented one-dimensional distribution on σ traced by Ecs.

Let (S, x) be a marked cs-surface and S(x) ∈ σ. By (S, x) ∩ σ we
denote the component of the intersection of S and σ containing x. For-
mally, this is a curve in dom(S) defined as the connected component
of the set S−1(σ) containing x. We abuse notation and make no dis-
tinction between this curve and its image in σ. Then this intersection
is an integral curve of Ecs ∩ σ.

We denote by A ∩ σ the family of all such intersections of σ with
surfaces from A. This family carries the structure of a one-dimensional
pre-foliation in σ in the sense of Section 5.2 (with orders naturally
induced from those in A).
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Let p ∈ σ and Σ be a section of Ap. Denote by Σ ∩ σ the set
of all intersections A ∩ σ where A ∈ Σ. Now we can construct the
one-dimensional upper envelope for (p, Σ ∩ σ) in σ as in Section 5.2.

By a forward curve we mean a C1 curve γ on a cs-surface such
that the velocity γ̇ is transverse to Es and oriented in the forward
direction, that is, the pair (γ̇, Es) has the same orientation as (Ec, Es).
A degenerate curve (that is, a single point) is also a forward curve. A
backward curve is a forward curve reparameterized by t 7→ −t.

Definition 6.1. An upper enveloping surface is a pair (S, Σ) where S
is a cs-surface and Σ is a map assigning a section Σ(x) ⊂ AS(x) to every
point x ∈ dom(S) such that the following requirements are satisfied.

1. Let x ∈ dom(S) and σ be a transverse disc containing S(x). Let
γ be the forward part (starting from x) of the curve (S, x) ∩ σ. We
require that the S-image of γ is contained in the one-dimensional upper
envelope for (S(x), Σ(x)∩σ) in σ (with respect to the one-dimensional
pre-foliation A ∩ σ). Moreover, for every point γ(t) in this curve, we
require that the set Σ(γ(t)) ∩ σ is the shadow of (S(x), Σ(x) ∩ σ) at
S(γ(t)), cf. Sections 5.1 and 5.2 for the definition of the shadow.

2. If points x, y ∈ dom(S) lie in the same s-line, then the sets Σ(x)
and Σ(y) agree in the following sense. Let F be a patch from A and let
a, b ∈ dom(F ) lie in one s-line and F (a) = S(x), F (b) = S(y). Then
(F, a) ∈ Σ(x) if and only if (F, b) ∈ Σ(y).

3. S has exactly one proper edge, and this edge has forward co-
orientation.

4. Every point of dom(S) can be reached from the proper edge by a
forward curve.

The 4th requirement implies that for every x, x′ ∈ dom(S) such that
x′ lies in the open forward half-surface from x, x can be connected to
x′ by a forward curve. In particular the forward half-surface from x′ is
contained in that from x.

Lemma 6.2. Let p ∈ M and Σ0 ⊂ Ap a section of Ap. Then there exist
an upper enveloping surface (S, Σ) and a boundary point o ∈ dom(S)
such that

1. S(o) = p and Σ(o) = Σ0.
2. The distance in dom(S) from o to any edge except the one passing

through o is at least 1.
3. Every s-line in dom(S) contains a point within (intrinsic) distance

at most 5 from o.

Proof. Using a regular coordinate system in a neighborhood of p, one
can construct a transverse disc σ ∋ p almost orthogonal to Es and such
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that the boundary of σ is separated from p by distance at least 10. Let
γ : [0, 5) → σ be a unit-speed curve parameterizing the one-dimensional
upper envelope for (p, Σ ∩ σ) with respect to the one-dimensional pre-
foliation A∩ σ, cf. the discussion above. Let S be a surface formed by
complete s-leaves passing through points of γ. By Proposition 3.1, S
is a cs-surface. Let o ∈ dom(S) be the point corresponding to p.

Then define a family of sections Σ(x) ⊂ AS(x), x ∈ dom(S), in
the only way compatible with requirements 1 and 2 of Definition 6.1.
Namely, let γ̃ be the lift of γ starting from o. If x ∈ dom(S) lies on γ̃,
we define Σ(x) according to the requirement 1 of the definition, namely
so that Σ(x)∩ σ is the shadow of (p, Σ) at S(x). If x does not lie in γ̃,
we define Σ(x) according to the requirement 2 of the definition, namely
so that Σ(x) is compatible with Σ(y) where y is a point on γ̃ lying in
the same s-leaf as x.

Requirements 2–4 from Definition 6.1 and assertions 1–3 of Lemma
are trivial by construction. It remains to verify the first requirement
of the definition. For the original surface σ and a point x lying on
γ̃, the requirement follows from Lemma 5.5. Then the general case
follows from the following simple observation: if p1, p2 ∈ M lie on the
same stable leaf and σ1, σ2 are surfaces transverse to Es and passing
through p1 and p2, respectively, the shift along stable leaves forms an
isomorphism of all our structures in some neighborhoods of p1 and p2

in σ1 and σ2 respectively. �

The next lemma shows that the surface constructed in Lemma 6.2
is locally unique.

Lemma 6.3. Let (S, Σ) and (S ′, Σ′) be upper enveloping surfaces, x ∈
dom(S), x′ ∈ dom(S ′), S(x) = S ′(x′) and Σ(x) = Σ′(x′). Let γ be
a forward curve in S of length ℓ starting from x. Suppose that x′ is
separated by distance > ℓ in dom(S ′) from any edge of backward co-
orientation.

Then S ◦ γ admits a lift γ̃ to S ′ starting from x′. Furthermore,
Σ(γ(t)) = Σ′(γ̃(t)) for all t ∈ dom(γ).

Proof. First assume that γ is contained in a transverse disc σ. Then,
by the 1st requirement of Definition 6.1, S ◦ γ and the forward part of
the intersection (S ′, x′) ∩ σ are both contained in the one-dimensional
envelope for (S(x), Σ(x)) in σ. The intersection (S ′, x′)∩σ ends at the
boundary of σ or at an edge of S ′ with backward co-orientation. Then
the assumptions about ℓ imply that this intersection is longer than γ,
hence it contains γ. The first assertion follows. The second one follows
from the requirement about Σ(γ(t)) of Definition 6.1.
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In the general case, divide γ into segments γi each of which is con-
tained in a transverse disc. Then the assertions follow by induction
in i. �

Corollary 6.4. Let (S, Σ) and (S ′, Σ′) be upper enveloping surfaces,
x ∈ dom(S), x′ ∈ dom(S ′), S(x) = S ′(x′) and Σ(x) = Σ′(x′).

Then the marked cs-surfaces (S, x) and (S ′, x′) locally coincide in
the forward direction. That is, there are arbitrarily small forward half-
neighborhoods U ∋ x and U ′ ∋ x′ such that S(U) = S ′(U ′).

Lemma 6.5. Let (S, Σ) and (S ′, Σ′) be upper enveloping surfaces, x ∈
dom(S), x′ ∈ dom(S ′), S(x) = S ′(x′).

Then one of the marked surfaces (S, x) and (S ′, x′) is locally above
the other.

Proof. Suppose the contrary. Then the intersections of S and S ′ with
a transverse disc σ topologically cross. By the 1st requirement of Defi-
nition 6.1, these sections are one-dimensional upper envelopes in σ. By
Lemma 5.7 they cannot cross, a contradiction. �

Lemma 6.6. Let (S, Σ) and (S ′, Σ′) be upper enveloping surfaces, x ∈
dom(S), x′ ∈ dom(S ′). Suppose that S(x) = S ′(x′) and Σ(x) ( Σ′(x′).

Then (S ′, x′) is locally above (S, x).

Proof. Apply Lemma 5.7(2) to sections of S and S ′ by discs almost
orthogonal to Es. �

Lemma 6.7. Let (F, ΣF ) and (G, ΣG) be upper enveloping surfaces,
x, x′ ∈ dom(F ), y, y′ ∈ dom(G), x 6= x′, y 6= y′. Assume that there is
a forward curve γ in F connecting x to x′ and such that F ◦ γ admits
a lift to G connecting y to y′. Suppose that ΣG(y) ⊂ ΣF (x).

Then ΣG(y′) ⊂ ΣF (x′) and (F, x′) is locally above (G, y′).

Proof. It suffices to consider the case when γ is contained in a transverse
disc. Lemma 5.7(1) applied to the intersections of F and G with this
disc yields that ΣG(y′) ⊂ ΣF (x′). If ΣG(y′) ( ΣF (x′), the second
assertion follows from Lemma 6.6.

If ΣG(y′) = ΣF (x′), then the marked surfaces (F, x′) and (G, y′)
locally coincide. Indeed, by Corollary 6.4 they locally coincide in the
forward direction. They also locally coincide in the backward direction
since their backward half-neighborhoods are covered by s-lines in M
passing though the points of the curve F ◦ γ near its endpoint. �

Lemma 6.8. Let (S, Σ) be an upper enveloping surface and F a surface
from A. Let x ∈ dom(S), a ∈ dom(F ), S(x) = F (a). Let γ be a curve
in S starting from x and admitting a lift γ̃ to F starting from a. Then
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1. If (F, a) ∈ Σ(x), then (S, x) is locally above (F, a) and (F, γ̃(t)) ∈
Σ(γ(t)) for all t.

2. If (F, a) /∈ Σ(x), then (F, a) is locally above (S, x) and (F, γ̃(t)) /∈
Σ(γ(t)) for all t.

Proof. Observe that γ may be replaced by a piecewise C1 curve in-
tersecting the same set of s-lines and consisting of segments each of
which is transverse to Es or contained in an s-line. Then the assertion
follows from Lemma 5.6 applied to the intersections of S and F with
transverse discs. �

Now the reader may forget about one-dimensional envelopes. In the
rest of the section we use only the above lemmas and requirements 2–4
of Definition 6.1.

Definition 6.9. Two upper enveloping surfaces (S, Σ) and (S ′, Σ′) are
said to be equivalent if there is a homeomorphism φ : dom(S) →
dom(S ′) such that S ′(φ(x)) = S(x) and Σ′(φ(x)) = Σ(x) for all x ∈
dom(S).

It is easy to see that such a homeomorphism is unique (this follows
from the fact that S has a unique proper edge and it is mapped to M
injectively).

The next definition introduces objects that will be added to our pre-
foliations.

Definition 6.10. A forward envelope is an upper enveloping surface
such that all its edges have forward co-orientation.

Note that every forward envelope is a patch. Indeed, the distance
between edges of the same co-orientation is bounded below by the reg-
ularity radius of the foliations (which is greater than 1 by our choice
of metric, see page 7).

Lemma 6.11. Let p ∈ M and Σ0 ⊂ Ap a section of Ap. Then there
exists a forward envelope (S, Σ) having a boundary point o ∈ dom(S)
such that S(o) = p and Σ(o) = Σ0.

Such a forward envelope is unique up to an equivalence in the sense
of Definition 6.9.

Proof. Existence. We construct S via a countable extension procedure.
At the base step, we apply Lemma 6.2. This gives us an upper en-
veloping surface (S1, Σ) and a boundary point o ∈ dom(S1) such that
S1(o) = p and Σ(o) = Σ0. We start from this surface and extend it as
follows.
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At the nth step, we have a partial upper envelope S = Sn with the
same properties as (S1, Σ). Suppose that some edges have backward
co-orientation. We pick a point x = xn nearest to o (with respect to
the intrinsic metric of S) in the union of such boundary components
and extend Sn so that the resulting surface Sn+1 contains Sn and a
forward half-ball of radius 1/2 centered at x does not reach any edges
of Sn+1.

More precisely, we choose a point y ∈ dom(S) very close to x (note
that x /∈ dom(S) but x belongs to the completion of the surface). Then
we apply Lemma 6.2 to obtain an upper enveloping surface (S ′, Σ′) and
a boundary point o′ ∈ dom(S ′) such that S ′(o′) = S(y) and Σ′(o′) =
Σ(y). Then we extend S by pasting S ′ to S so that o′ is pasted to y.
This would guarantee that (in intrinsic metric) we added a half-ball
centered at x of radius at least 1/2. Note that such a half-ball contains
an intrinsic ball of radius 1/5.

To see that we can indeed paste S ′ to S, apply Lemma 6.3 to a for-
ward curve γ : [0, 1) → dom(S) connecting y to x. (Formally, connect
y to x in the completion of S and remove the endpoint.) We assume
that y is so close to x that length(γ) < 1/10. The lemma implies that
the curve S ◦ γ admits a lift γ′ : [0, 1) → dom(S ′) starting from o′ and
the maps Σ and Σ′ on the two lifts agree.

Observe that γ′ can be extended to the closed interval [0, 1]. We
denote the extension by the same letter γ′. Denote x′ = γ′(1) and
let ℓ′ be the s-line in S ′ passing through x′. The s-line ℓ′ divides S ′

into two components S ′
+ and S ′

− where S ′
− is the one containing o′.

By the 3rd assertion of Lemma 6.2, every s-line in S ′
− intersects γ′.

Since the maps Σ and Σ′ are canonically propagated along s-lines (cf.
the 2nd requirement of Definition 6.1), the surface S ′

− coincides with
a sub-surface of S formed by the s-lines intersecting γ (and the maps
Σ and Σ′ agree). Now we can describe pasting S ′ to S as follows: add
the edge ℓ containing x and then attach S ′

+ to S along their edges ℓ′

and ℓ. Hence the result is a cs-surface. Thus S = Sn can be extended
by adding S ′ (along with its map Σ′) to obtain the next surface Sn+1.

Since all cs-surfaces have bounded intrinsic geometry (in the sense
that the number of 1/5-separated points in a ball of radius R is bounded
above by a function of R), the distance from o to xn goes to infinity.
Recall that this distance is the distance from o to the union of edges
having backward co-orientation. Hence a surface S =

⋃
n Sn has no

such edges. Then it is a desired forward envelope.
Uniqueness. Let (S, Σ) and (S ′, Σ′) satisfy the conditions, and let o

and o′ be their boundary points corresponding to p. Let x ∈ dom(S).
Connect o to x by a curve γ : [0, 1] → dom(S) consisting of two parts
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(possibly degenerate): a segment lying on the boundary and a forward
curve. The 2nd requirement of Definition 6.1 and Lemma 6.3 imply that
this curve admits a lift γ̃ to S ′ starting from o′ and Σ(γ(t)) = Σ′(γ̃(t))
for all t ∈ [0, 1]. Define φ(x) = γ̃(1).

This definition does not depend on the choice of γ. Indeed, let γ
and γ1 be two such curves in dom(S). Clearly they intersect the same
set of s-lines and are homotopic via a homotopy which moves every
point along an s-line. It is straightforward to construct a lift of such a
homotopy to S ′, hence the result.

Thus we have a continuous map φ : dom(S) → dom(S ′) such that
S ′(φ(x)) = S(x) and Σ′(φ(x)) = Σ(x) for all x ∈ dom(S). Interchang-
ing S and S ′ yields an inverse map, hence φ is a homeomorphism. �

p

Figure 1. S may fail to be complete

p

Figure 2. S may have many non-proper edges
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Remark. It is very tempting to think of a forward envelope S as an
immersed half-plane. However at least a priori it is not at all clear that
S is complete. Knowing that S is complete would allow us to essentially
simplify the proof: Figures 1 and 2 illustrate where the difficulties come
from. Figure 1 gives a simplest example suggesting that S may not be
complete; Figure 2 shows a general structure of S (we do not know if
any of these structures actually occur in any examples). In the figures,
solid lines are stable leaves, dotted lines denote unstable leaves, and
dashed lines are non-proper edges of S; arrows indicate orientation of
the leaves.

6.2. The order between envelopes. Let U denote the set of all
forward envelopes modulo the equivalence introduced in Definition 6.9.
We are going to define an order on U∗ so that U is a pre-foliation.

We define the order in three steps. Namely, we introduce three re-
lations >i, i = 1, 2, 3. These relations are disjoint (that is, they have
pairwise disjoint sets of comparable pairs of envelopes); we define the
resulting order as the union >1 ∪ >2 ∪ >3. Each relation >i satisfies
Axioms 1–3 from Definition 4.8 of a pre-foliation.

In this subsection, we use the following notation: X,Y, Z ∈ U∗,
X = (F, x), Y = (G, y), Z = (H, z). We assume that the marked
patches X,Y, Z correspond to the same point in M , that is F (x) =
G(y) = H(z).

6.2.1. Intersections. Let γX : [a, b] → dom(F ) be a forward curve con-
necting its proper boundary component to x. (This means that γX(a)
belongs to the boundary and γX(b) = x, cf. the 4th requirement of
Definition 6.1). It is possible that a = b. Denote by IX the set of all
s-lines intersecting γ and by DX ⊂ dom(F ) the union of these lines.

Since γX is a forward curve, it intersects each s-line from IX exactly
once and therefore defines a bijection between IX and dom(γX) = [a, b].
This defines a total order and topology on IX . The bijection between IX

and [a, b] depends on the choice of γX but the set IX and the resulting
order and topology on it do not.

The set DX is homeomorphic to [a, b] × R via the homeomorphism
(t, τ) 7→ Ψτ (γX(t)) where {Ψτ}τ∈R is the flow generated by the lift of
Es to dom(F ). Note that the completion of the surface F |DX

is not
necessarily homeomorphic to [a, b] × R. This surface may have many
non-proper edges.

Now we are going to define “the backward component of intersection”
of X and Y . It may be easier to follow the sequel if one keeps in mind
that, in notations such as D and I with subindexes, the first subindex
tells us in which of the domains the object lies.
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Let I be the maximum subinterval of [a, b] containing b and such
that F ◦ γX |I admits a lift γ̃ to G with γ̃(b) = y. (The subinterval I
may be a single point.) Let IXY ⊂ IX be the set of s-lines intersecting
γX |I and DXY the union of these lines. The lift γ̃ of γX |I defines a
monotone continuous map αXY : IXY → IY (sending the s-line passing
though γX(t) to the s-line passing through γ̃(t)) and a continuous map
φXY : DXY → DY such that G(φXY (x′)) = F (x′) for all x′ ∈ DXY .
Clearly DXY is the maximal connected subset of the closed backward
half-surface from x for which such a map exists. Note that the maps
αXY and φXY do not depend on the choice of γX .

The same construction with interchanged x and y yields an interval
IY X = αXY (IXY ) of IY , a subset DY X = φXY (DXY ) of DY and inverse
maps αY X = α−1

XY , φY X = φ−1
XY . Thus αXY is a homeomorphism

between IXY and IY X and φXY is a homeomorphism between DXY

and DY X . We say that x′ ∈ DXY and y′ ∈ DY X are matching points if
y′ = φXY (x′).

We also need to consider “triple intersections”. Define DXY Z =
DXY ∩ DXZ and IXY Z = IXY ∩ IXZ .

Observe that one of the intervals IXY and IXZ contains the other
since they are subintervals of IX containing the maximum point of IX

(which corresponds to b when we identify dom(γX) = [a, b] and IX).
Hence IXY Z = IXY or IXY Z = IXZ . The same is true for DXY and
DXZ .

Also observe that, if DXY contains the proper edge of the surface,
then IXZ ⊂ IXY and DXZ ⊂ DXY . This follows from the fact that the
proper edge corresponds to the minimum of IX .

Lemma 6.12. In the above notation,

φXY (DXY Z) = DY XZ ,

αXY (IXY Z) = IY XZ ,

and
φY Z(φXY (x′)) = φXZ(x′),

αY Z(αXY (ℓ)) = αXZ(ℓ)

for all x′ ∈ DXY Z, ℓ ∈ IXY Z.

Proof. Observe that a point x′ ∈ dom(F ) belongs to DXY Z if and only
if there is a backward curve (or an s-line) γ connecting x to x′ and
such that F ◦ γ admits a lift γ1 to G starting from y and a lift γ2

to H starting from z. Observe that in this case γ and γ2 are lifts of
G ◦ γ1, hence the endpoint y′ = φXY (x′) of γ1 belongs to DY XZ . Thus
φXY (DXY Z) ⊂ DY XZ . To prove the opposite inclusion, interchange
x and y and recall that φY X = φ−1

XY . The first assertion follows. To
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prove the third one, observe that both φY Z(φXY (x′)) and φXZ(x′) are
the endpoint of γ2. The second and the forth assertions follow from
the first and the third one, respectively. �

6.2.2. The relation >1. Intuitively, this relation corresponds to “geo-
metric order” when one “surface lies strictly above the other”, at least
“potentially” (in the sense of Σ). A formal definition follows.

Recall that every upper enveloping surface is equipped with a map Σ
as in Definition 6.1. We abuse notations and denote these maps by the
same letter Σ for all surfaces. We set X >1 Y if there exist matching
points x′ ∈ DXY and y′ ∈ DY X such that at least one of the following
conditions holds:

(a) Σ(y′) ( Σ(x′);
(b) (F, x′) is locally strictly above (G, y′).

Of course, if one of the opposite conditions holds, then X <1 Y .
Observe that (a) implies that (F, x′) is locally (non-strictly) above

(G, y′) and (b) implies that Σ(y′) ⊂ Σ(x′), cf. Lemma 6.6. Thus, if
X >1 Y , then (F, x′) is locally above (G, y′) and Σ(y′) ⊂ Σ(x′).

Let us prove that the relation >1 is correctly defined, transitive and
satisfies Axioms 1–2 from the definition of a pre-foliation.

Correctness. We have to prove that there are no pairs of matching
points (x′, y′) and (x′′, y′′) (where x′, x′′ ∈ DXY , y′, y′′ ∈ DY X) such
that (x′, y′) satisfies (a) or (b) but (x′′, y′′) satisfies one of the opposite
conditions. Suppose the contrary. The 2nd requirement of Definition
6.1 implies that x′ and x′′ do not belong to one s-line. Assume that x′′

lies in the forward half-surface from x′ (the other case is similar).
Connect x′ to x′′ by a forward curve γ. Then F ◦ γ admits a lift

γ̃ = φXY ◦ γ to G connecting y′ to y′′. Then Lemma 6.7 implies that
Σ(y′′) ⊂ Σ(x′′) and (F, x′′) is locally above (G, y′′), a contradiction.

Transitivity. Let X >1 Y >1 Z. Since the intervals IY X and IY Z

have the same maximum point (it is the maximum point of IY ) their
intersection IY XZ coincides with one of them. Assume that IY XZ = IY X

(the other case is similar). Then DY XZ = DY X .
By the definition of >1, there is a pair of matching points x′ ∈ DXY

and y′ ∈ DY X satisfying (a) or (b). Our assumption implies that
y′ ∈ DY XZ . Consider the point z′ = φY Z(y′) = φXZ(x′), where the last
equality follows from Lemma 6.12. Since Y >1 Z, we have Σ(z′) ⊂
Σ(y′) and (G, y′) is locally (non-strictly) above (F, x′). Hence either of
the conditions (a) or (b) for the pair (x′, y′) implies the same assertions
for (x′, z′). Hence X >1 Z. This finishes the proof of transitivity.
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Axiom 1. Recall that Axiom 1 requires that the order agrees with
the geometric order, that is, the relation X >1 Y implies that X is
locally (non-strictly) above Y . Let us prove a more general statement
which also covers the orders >2 and >3 defined later.

Lemma 6.13. Every relation >∗ on U∗ extending >1 agrees with the
geometric order.

Proof. The relation X >∗ Y implies that either X >1 Y or X and Y
are incomparable by >1. In both cases, the definition of >1 implies that
Σ(y) ⊂ Σ(x) and the marked surface X is locally above Y . Therefore
>∗ agrees with the geometric order. �

Axiom 2. This axiom requires that the order is preserved along the
lifts of curves. Let γ be a curve connecting x to a point x′ ∈ dom(F )
such that F ◦γ admits a lift γ̃ to G connecting y to a point y′ ∈ dom(G).
We have to prove that (F, x′) >1 (G, y′). We need to consider two cases:
when γ is an s-line segment and a forward (or a backward) curve.

Let x′′ ∈ DXY and y′′ ∈ DY X be matching points satisfying (a) or
(b) from the definition of >1. If γ is a forward curve or, more generally,
x′ is in the forward half-surface from x′′, then the pair (x′′, y′′) serves
the comparison of (F, x′) and (F, y′) as well. In the case when x′′ and
x′ are on the same s-line, (a) or (b) is satisfied for (x′, y′) by the 2nd
requirement of Definition 6.1.

Consider the remaining case when x′′ is in the forward half-surface
from x′. Suppose that the desired conclusion (F, x′) >1 (G, y′) does
not hold, then Σ(x′) ⊂ Σ(y′). Connect x′ to x′′ by a forward curve γ1,
and apply Lemma 6.7 to this curve. It yields that Σ(x′′) ⊂ Σ(y′′) and
(G, y′′) is locally above (F, x′′), so neither (a) nor (b) holds for (x′′, y′′).

Further properties. The next lemma helps us to reduce the number
of cases in subsequent arguments.

Lemma 6.14. Suppose that Y and Z are incomparable by >1, IY X ⊂
IY Z and IZXY 6= IZ. Then Z is in the same relation (>1, <1, or
incomparable by >1) with X as X is with Y .

Proof. The assumptions imply that DY X ⊂ DY Z and DZXY 6= DZ .
Since DY X ⊂ DY Z , we have DY XZ = DY X .

Suppose that X >1 Y . Then there are matching points x′ ∈ DXY

and y′ ∈ DY X satisfying (a) or (b) from the definition of >1. Let
z′ = φY Z(y′) = φXZ(x′) where the second equality follows from Lemma
6.12. Observe that z′ is an interior point of H and z′ ∈ DZXY 6= DZ .
Then, since Y and Z are not comparable, Σ(z′) = Σ(y′) and (G, y′)
locally coincides with (H, z′) or with a forward half-surface of (H, z′).
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Hence each of conditions (a) or (b) for the pair (x′, y′) implies the same
for (x′, z′).

The case X <1 Y is similar. The case when X and Y are incompa-
rable follows from the other two cases. �

6.2.3. The relation >2. Intuitively, this relation says that one envelope
is greater than another if ”it is contained in it”. Let us proceed with a
formal definition in a form convenient for our application.

Let X and Y be incomparable by >1. Suppose that X 6= Y and the
interval IXY contains the minimum element ℓmin

XY . Then define X <2 Y
if IXY = IX (this means that the minimum of IXY corresponds to the
boundary s-line of F , or, in other words, to a when we identify IX with
[a, b] via a parameterization of γ), and X >2 Y otherwise.

If IXY has no minimum, the order remains undefined. Let us verify
the correctness of >2 and transitivity for >1 ∪ >2.

Correctness. We have to verify that the definition is anti-symmetric,
that is, if IXY = IX then IY X 6= IY and vise versa.

First suppose that IXY = IX and IY X = IY , then DXY = DX and
DY X = DY . This means that φXY sends the boundary of F to the
boundary of G. Let x′ ∈ DXY and y′ ∈ DY X be matching points
in the boundaries. Since X and Y are incomparable by >1, we have
Σ(x′) = Σ(y′). Therefore, by the uniqueness part of Lemma 6.11, F
and G are the same surface, hence X = Y , a contradiction.

Now suppose that IXY 6= IX and IY X 6= IY . This means that the
s-lines corresponding to minimum elements of IXY and IY X lie in the
interiors of their surfaces. Choose matching points x′ ∈ DXY and
y′ ∈ Dyx in these s-lines. Lemma 6.5 implies that one of the marked
surfaces (F, x′) and (G, y′) is locally above the other. Moreover it
is strictly above, otherwise the surfaces locally coincide, contrary to
the maximality of the domains DXY and DY X . Hence X and Y are
comparable by >1, contrary to our assumption.

Transitivity. Let X > Y > Z where each sign “>” is either the >1

or >2. There are three cases to consider.
Case 1: X >2 Y >1 Z. The definition of >2 implies that IY X =

IY ⊃ IY Z and IXY 6= IX . Applying Lemma 6.14 (with X and Z
interchanged) yields that X >1 Y and hence X >1 Z.

Case 2: X >1 Y >2 Z. Since >1 is transitive, we may assume
that X and Z are incomparable by >1. Then Lemma 6.14 yields that
IZXY = DZ or IY X 6⊂ IY Z .

If IZXY = IZ , we have IZX = IZ , hence X >2 Z by definition. If
IY X 6⊂ IY Z , then IY Z ⊂ IY X , hence IY ZX = IY Z , and then Lemma 6.12
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yields that IZXY = IZY . The relation Y >2 Z means that IZY = IZ .
Thus IZXY = IZ , and this case is already done.

Case 3: X >2 Y >2 Z. We may assume that X and Z are incom-
parable by >1 (otherwise refer to Case 1). Since X >2 Y , we have
IY X = IY , hence IY XZ = IY Z . By Lemma 6.12, this implies that
IZXY = IZY , hence IZY ⊂ IZX ⊂ IZ . On the other hand, IZY = IZ

since Y >2 Z. Then IZX = IZ , hence X >2 Z.

6.2.4. The relation >3. This is the most complicated relation, and in
order to develop some intuition we begin with an informal description.
We want to compare two envelopes X and Y which cannot be compared
geometrically nor by their Σ-data, and none of them is contained in the
other. Thus we can think of then as two overlapping surfaces, with their
proper edges not contained in the common part. Marked points x and
y are mapped to the same point p, and DXY and DY X “parameterize
the backward intersection”. We have curves γX and γY connecting x
and y with respective proper edges of the surfaces. Choose a point x′

on γX “very close” to the point where it leaves DXY (that is, close to
the minimum of IXY . There is an s-line passing through this point.
This s-line meets with the lift of γY to DXY . Recall that all s-lines
are oriented. If this meeting point is in the positive direction along
this s-line from x′, then we say that X >3 Y , and Y >3 X otherwise.
Note that as x′ gets closer to the boundary of DXY , the distance from
x′ along the s-line to the lift of γY goes to infinity, so the resulting
relation does not depend on x′ provided that it is chosen sufficiently
close to the minimum of IXY . Now we proceed with a formal definition.

Recall that the homeomorphism [a, b] × R → DX is defined by a
curve γX in section 6.2.1. To make it more invariant, we turn it into
a homeomorphism IX × R → DX using the natural bijection between
IX and [a, b] = dom(γX). We regard this homeomorphism as a C0

coordinate system (t, τ) on DX where t ∈ IX , τ ∈ R. These coordinates
depend on the choice of the curve γX , changing this curve yields a
change of coordinates of the form

(t, τ) → (t, τ + β(t))

where β : IX → R is a continuous function.
In these coordinates, the set DXY corresponds to IXY ×R. The map

φXY : DXY → DY X (cf. Section 6.2.1) has the form

(6.1) (t, τ) 7→ (αXY (t), τ + βXY (t))

where αXY : IXY → IY X is the order-preserving homeomorphism in-
troduced in section 6.2.1 and β : IXY → R is a continuous function.
Changing coordinates adds a bounded function to βXY .
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Let X and Y be incomparable by >1 and >2. Then the interval
IXY has no minimum. Denote tinf

XY = inf IXY . Recall that IXY is a
maximum left sub-interval of IX such that F ◦ γX admits a lift to G
(with its endpoint at y) when restricted to the corresponding interval
of parameters. This lift in coordinates corresponds to a curve in R2

given by
(αXY (t), βXY (t)), t ∈ IXY .

The maximality of IXY implies that this curve has no accumulation
points as t → tinf

XY (the convergence here is from above, that is, t ↓ tinf
XY ).

Hence βXY (t) → ±∞ as t ↓ tinf
xy .

We define X >3 Y if βXY (t) → +∞ as t ↓ tinf
XY and X <3 Y

otherwise. The identity φY X = φ−1
XY and (6.1) implies that βY X =

−βXY ◦αY X , hence the relation >3 is correctly defined. Now the order
is defined for all pairs X,Y ∈ U∗ with the same images of their base
points x, y in M .

Let us prove that the relation >1 ∪ >2 ∪ >3 is transitive. Suppose
the contrary. Since >1 ∪ >2 is transitive, non-transitivity of would
imply that there exist X,Y, Z ∈ U∗ such that

X > Y >3 Z >3 X

where “>” is one of >1, >2 and >3. We consider these cases separately.
Case 1: X >1 Y >3 Z >3 X. Lemma 6.14 implies that IY X 6⊂

IY Z (the condition IZXY 6= IZ of Lemma 6.14 is satisfied since the
intersections do not have minima). Hence IY XZ = IY Z . Let t converge
to tinf

Y Z from above. Then βY Z(t) → +∞ since Y >3 Z. The relation
φY X = φZX ◦ φY Z (cf. Lemma 6.12) means that

βY X(t) = βY Z(t) + βZX(αY Z(t)).

It follows that βY X(t) → +∞ (since Z >3 X, the term βZX(αY X(t))
cannot converge to −∞). Therefore βY X is undefined at tinf

Y Z , or, in
other words, tinf

Y Z /∈ IY X . Hence IY X ⊂ IY Z , a contradiction.
Case 2: X >2 Y >3 Z >3 X. Since X >2 Y , we have IY X = IY

and hence tinf
Y Z ∈ IY X . Then IY XZ = IY Z , and the same argument as

in Case 1 yields that βY X(t) → +∞ as t ↓ tinf
Y Z . Hence tinf

Y Z /∈ IY X , a
contradiction.

Case 3: X >3 Y >3 Z >3 X. We may assume that IY XZ = IY Z

(otherwise interchange x and z and change +∞ to −∞). Then the
same argument as in Case 1 yields that βY X(t) → +∞ as t ↓ tinf

Y Z . This
contradicts the assumption that X >3 Y .

We summarize the results of this subsection in the following

Lemma 6.15. The set U of forward envelopes equipped with the rela-
tion >∗ := >1 ∪ >2 ∪ >3 is a pre-foliation.
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Proof. The above argument shows that >∗ is a total order on every set
Up, p ∈ M . It remains to verify axioms 1–3 from Definition 4.8.

Axiom 1 follows from Lemma 6.13. Axiom 2 for the relation >1

is verified in subsection 6.2.2. For the relations >2 and >3, Axiom
2 follows easily from the construction. Indeed, it suffices to verify
that the order between marked patches X = (F, x) and Y = (G, y) is
preserved when one moves the marked points x and y along a forward
curve. More precisely, if the lifts of a forward curve γ to F and G
connect x to x′ and y to y′, respectively, we need to prove that the
marked patches X ′ = (F, x′) and Y ′ = (G, y′) are ordered the same
way as X and Y . This follows from the fact that the interval IXY is
a left subinterval of IX′Y ′ and the function βXY from the definition of
>3 is a restriction of a similar function βX′Y ′ .

Axiom 3 follows from the fact that all our structures are defined
canonically by the oriented distributions Es and Ecs and the original
pre-foliation (A, >). Hence if a diffeomorphism f : M → M preserves
these structures, the resulting structure (U , >∗) is also preserved. �

6.3. Proof of Proposition 4.13. Recall that our objective is to ex-
tend a pre-foliation A so that for every p ∈ M the resulting pre-foliation
B contains a marked patch B ∈ B+

p . Furthermore, we want B+
p to con-

tain neighbors for all backward patches from A−
p .

We define B as the union of A and U with the order defined as the
union of the order of A and the order >∗ on U extended as follows: if
p ∈ M , A ∈ Ap and B ∈ Up, we set B > A if A ∈ Σ(X) and A > B
otherwise.

Let us verify that this order satisfies the requirements of Definition
4.8 of a pre-foliation. Since A and U are pre-foliations (cf. Lemma
6.15), we have to check only inter-relations between marked patches
from A and U .

To verify transitivity, first suppose that the order is non-transitive
for A,B ∈ Ap and X ∈ Up, that is, X >∗ A > B >∗ X. The relation
X >∗ A implies A ∈ Σ(X). Since Σ(X) is a section of Ap, it follows
that B ∈ Σ(X). Hence X >∗ B, a contradiction.

Now suppose that the order is non-transitive for X,Y ∈ Up and
A ∈ Ap, that is, A > X >∗ Y > A. The relation X >∗ Y implies
that Σ(Y ) ⊂ Σ(X). Since Y > A, we have A ∈ Σ(Y ) ⊂ Σ(X), hence
X > A, a contradiction. Thus the order on B is transitive and hence a
total order on each set Bp.

Axioms 1 and 2 follow from Lemma 6.8. Axiom 3 follows from the
same “general nonsense” argument as in the proof of Lemma 6.15.
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It remains to verify the additional properties from Proposition 4.13.
The existence of a forward patch B ∈ B+

p follows from Lemma 6.11
applied to Σ0 = ∅. To prove the existence of a forward patch B ∈ B+

p

neighboring a given backward patch A ∈ A−
p , apply Lemma 6.11 to

the set Σ0 = {X ∈ Ap : X ≤p A}. The resulting patch B = (S, o) is
a neighbor of A. Indeed, A is the maximum element of Σ0 = Σ(B),
hence B > A and there is no X ∈ Ap such that B > X > A. Suppose
that B > X > A for some X ∈ Up. Then Σ(X) = Σ(B) since A is the
maximum of Σ(B). It follows that B and X are incomparable by >1.
Then X >2 B since IB is a one-point interval and hence IBX = IB (cf.
the definition of the relation >2). Thus A and B are neighbors in B.

7. Proof of the Key Lemma II: Separation of leaves

Let M be a closed orientable 3-dimensional manifold, E an oriented
2-dimensional continuous distribution and A a branching foliation tan-
gent to E.

We say that A is complete if it contains all limits of its leaves w.r.t.
the compact-open topology.

Remark. There exist non-complete branching foliations. For example,
consider a one-dimensional branching foliation of R2 by the graphs of
functions x 7→ ±f(x + const) where a smooth function f : R → R
equals zero on (−∞, 0] and is strictly monotone on [0, +∞).

Lemma 7.1. Every branching foliation A is contained in a complete
one.

Proof. Consider the set of all limits of surfaces from A in the compact-
open topology. This set is a branching foliation since the conditions
that the surfaces are tangent to E and have no topological crossings
are preserved by passing to limits. �

Now the following theorem completes the proof of the Key Lemma.

Theorem 7.2. Let A be a complete branching foliation and ε > 0.
Then there is a C0 foliation Aε with C1 leaves such that the angles
between TAε and E are no greater than ε (here we use any auxiliary
Riemannian metric on M).

Furthermore, there is a continuous map hε : M → M such that
distC0(hε, idM) < ε and hε sends every leaf of Aε to a leaf of A.

Proof. We will refer to E as the horizontal distribution and surfaces
tangent to E as horizontal surfaces. Let W be a unit smooth vector
field “almost orthogonal” to E (for instance, the angle between W and
E is 1

1000
-close to π/2). We will speak of W as the “vertical” direction.
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Let φt, t ∈ R, denote the flow along W , that is, φt : M → M shifts
every point by distance t along its trajectory of W .

For each p ∈ M , choose a regular coordinate system at p (cf. Sec-
tion 3 for the definition of regular coordinates) such that W is the 3rd
coordinate vector field ∂/∂z. In this coordinate system, the leaves of
A are almost parallel to the xy-plane. As is the previous sections, we
assume that the metric of M is rescaled so that such a coordinate sys-
tem covers a ball of radius 100 centered at p. Note that φt adds t to
the z-coordinate in such a coordinate system.

We will work with local surfaces Σ whose tangent planes are close to
E. It is clear that if Σ passes close to the center of a regular neighbor-
hood, then Σ is the graph of a C1 function z = fΣ(x, y).

Since M is compact, there is a finite collection {pi}
k
i=1 such that the

unit balls B(pi, 1) cover M . We refer to the larger balls B(pi, 100) as
standard neighborhoods and to the smaller balls B(pi, 1) as cores (of
standard neighborhoods).

Fix a standard neighborhood B(pi, 100) and a segment Ui of the
integral curve of W centered at pi and of length 50. Let Ai be the
collection of pairs (S, x) where S is a surface from A and x ∈ dom(S)
is such that S(x) ∈ Ui. We refer to elements of Ai as marked surfaces.

Now define a non-strict total order ≥i on Ai as follows. Choose
A1, A2 ∈ Ai, A1 = (S1, x1), A2 = (S2, x2). Obviously there exists an
intrinsic ball D = Br(x1) ⊂ dom(S1) such that a piece of A2 is the
graph of a C1 function f : D → R in the following sense: the surface
Sf

1 : D → M defined by

Sf
1 (x) = φf(x)(S1(x)), x ∈ D,

coincides, up to a change of a parameter sending x1 to x2, with a region
in S2. Let r be the maximum radius of such a ball (possibly r = ∞).
Since the surfaces have no topological crossings, the function f does
not change sign. We set A2 ≥i A2 if f ≥ 0 and A1 ≥i A2 if f ≤ 0.

Note that it is possible that both inequalities A1 ≥i A2 and A2 ≥i A1

hold. This means that S1 and S2 coincide up to a parameter change
(sending x1 to x2). In this case we write A1 ≈i A2. Observe that
≈i is an equivalence relation and ≥i is a total order on the quotient
Āi = Ai/ ≈i. We write A1 >i A2 if Ai ≥i A2 and A1 6≈i A2.

Lemma 7.3. The ordered set (Āi, >i) is isomorphic to the interval
(0, 1) with the standard order.

In terms of Ai (that is, before identifying reparametezations), this
means that there is a surjective map θi : Ai → (0, 1) such that θi(A1) >
θi(A2) iff A1 >i A2 for all A1, A2 ∈ Ai.
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Proof. Recall that the set Ai regarded with the compact-open topology
is pre-compact and hence it contains a countable dense set P . Note
that the order <i agrees with the compact-open topology on Ai in the
following sense: if two sequences {An} and {Bn} in Ai converge to
A ∈ Ai and B ∈ Ai respectively, and An ≥i Bn for all n, then A ≥i B.
Therefore the order <i on Āi satisfies the following properties:

(1) there is no maximum and no minimum element (since Ui is open);
(2) every increasing bounded sequence has a sharp upper bound (this

follows from the fact that our branching foliation is complete).
(3) the countable set P̄ = P/ ≈ separates points in Āi, that is, for

every A,B ∈ Āi such that A <i B there exists a C ∈ P̄ such that
A <i C <i B. Indeed, consider a short vertical segment connecting the
surfaces A and B near a point where they diverge. Since P is dense in
Ai, there exists C ∈ P intersecting the interior of this segment, such a
C separates A and B.

A total order with these properties is isomorphic to an open interval
of R. To prove this, first observe that P̄ is isomorphic to a dense subset
Q ⊂ Q ∩ (0, 1). Indeed, add a maximum +∞ and a minimum −∞ to
P̄ and enumerate the points of P̄ as P1, P2, P3, . . . , so that P1 = −∞
and P2 = +∞. Then define inductively a sequence of binary rationals
ri. Set r1 = 0 and r2 = 1. Assume that all rj, j < i, are defined.
P1, P2, . . . , Pi−1 divide P̄ into i − 2 intervals, and Pi lies in one of the
intervals, say the interval between Pk and Pl (k, l < i). Set ri = rk+rl

2
,

that is, ri is the midpoint of the segment [rk, rl].
Let us show that the set {ri}0<i<∞ is dense. Indeed, ri’s, i =

1, 2, . . . , i − 1 partition [0, 1] into i − 2 segments. Denote the maxi-
mal length of these segments by li. We want to show that li → 0 as
i → ∞. When we add ri, one of the lengths is divided into two equal
parts. If li does not converge to 0, then there is a segment [ri, rj] that
was never divided. Therefore there is no element of P̄ between Pi and
Pj, a contradiction.

Define θP : P̄ → Q ∩ (0, 1) by θP (Pi) = ri. Now for every A ∈ Āi

define

θ(A) = sup{θP (B) : B ∈ P,B <i A}.

Then θ is an order-preserving bijection from Āi to (0, 1). �

To separate the surfaces of our branching foliation near pi we will
move every point of every surface A ∈ Ai upwards (along W ) a distance
depending on the point and on the parameter θi(A). Adding together
these moves for i = 1, . . . , k, we will eliminate all branchings.

We start by considering the marked surfaces A1, A2, A3 ∈ Ai such
that A1 lies below the core B(pi, ε0), A2 lies 2ε0 above the core, and A3
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lies above A2, and their z-coordinates are separated by at least 2 (see a
formal description below). Speaking informally, we pull A2 up towards
A3 squeezing proportionally the intervals of local leaves of W between
A2 and A3. Between A1 and A2 we increase the z-coordinate by a
function which (for fixed x, y) is strictly monotone in the separating
parameter θi constructed in Lemma 7.3.

The formal description is as follows. Every marked surface A ∈ Ai is
locally the graph of a function z = gA(x, y) in our coordinate system.
We choose A1, A2, A3 ∈ Ai so that gA1

(0, 0) = −2, gA2
(0, 0) = 2 and

gA3
(0, 0) = 4. To reflect the dependence of our construction on θi from

Lemma 7.3, we denote gA by ht where t = θi(A). Let tj = θi(Aj) for
j = 1, 2, 3.

Choose a positive δ < min(ht3 − ht2). Set

Gi(x, y, t) =





0 if t ≥ t3 or t ≤ t1,

δ ·
t − t1
t2 − t1

if t ∈ [t1, t2],

δ ·
ht(x, y) − ht3(x, y)

ht2(x, y) − ht3(x, y)
if t ∈ [t2, t3].

Let K(x, y) be a C∞ function such that K(x, y) = 1 if |(x, y)| ≤ 2, and
K(x, y) = 0 if |(x, y)| > 10. Set G0

i (x, y, t) = Gi(x, y, t)K(x, y). For a
marked surface A = (S, a) ∈ Ai define a function FA

i : dom(S) → R
by

FA
i (q) =

{
G0

i (x(S(q)), y(S(q)), θi(A)) if dist(a, q) < 20,

0 otherwise,

where x(S(q)) and y(S(q)) are the x- and y-coordinates of S(q) in our
coordinate system and dist(a, q) is the intrinsic distance in dom(S).
(Recall that the intrinsic metric on dom(S) is induced by the immer-
sion S : dom(S) → M .) A surface S ∈ A may pass near pi several
times (at most countably many) so it may have several markings lying
in Ai. These markings correspond to points in the pre-image S−1(Ui),
where Ui is a segment of a trajectory of W defined in the beginning of
the proof. It is easy to see that these points are separated from one
another by intrinsic distance at least 50. We add together all functions
FA

i corresponding to these markings. Namely define Fi : dom(S) → R
by

Fi =
∑

a∈S−1(Ui)

F
(S,a)
i .
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We may assume that the domains of the surfaces from A are disjoint,
hence we have a function Fi defined on the union if these domains.
Observe that Fi is C1 on every surface because Gi(x, y, t) is C1 in
(x, y) for every fixed t.

Finally let F = 1
k

∑k

i=1 Fi.
We perturb every surface S ∈ A using F as follows: the new surface

SF is given by the formula SF (q) = φF (q)(q) for all q ∈ dom(S). Let
AF denote the set of all perturbed surfaces: AF = {SF : S ∈ A}.

We show that for all α ∈ [0, 1], AαF is a foliation. The tangent
distributions of these foliations obviously converge to E as α → 0.

First we show that this perturbation preserves the local order of the
surfaces along the local leaves of W . Let S, S ′ ∈ A, q ∈ dom(S),
q′ ∈ dom(S ′). Suppose that S(q) and S ′(q′) lie on the same local leaf
of W with S(q) above S ′(q′). The local order between is preserved if

F (q) − F (q′) > −distW (S(q), S(q′))

where distW denotes the distance along a leaf of W . For every i =
1, . . . , k, by the definition of Fi, we have

Fi(q) − Fi(q
′) > −distW (S(q), S(q′)).

Averaging these inequalities, we obtain a similar inequality for F and
for αF .

If S(q) = S ′(q′) and the corresponding marked surfaces have different
parameters with respect to at least one local order θi (say, q is above
q′), then

Fi(q) > Fi(q
′)

and Fj(q) ≥ Fj(q
′) for all j, by the definition of Fj. Hence F (q) >

F (q′).
Thus SαF (q) 6= S ′

αF (q′) unless S and S ′ coincide up to a parameter
change sending q to q′. It is obvious from the construction that the
surfaces from AαF cover M . This means that AαF is a foliation of M .

Since F is C1 on every surface, the perturbed surfaces are C1. If α is
so small that ‖F‖C1 < ε, then the desired continuous map hε : M → M
is defined by returning each point p ∈ M , p = S{αF}(q), q ∈ dom(S),
to its original position S(q). �
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